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ABSTRACT
Boolean Networks (BNs) play a crucial role in modeling, analyz-

ing, and controlling biological systems. One of the most important

problems on BNs is to compute all the possible attractors of a BN.

There are two popular types of BNs, Synchronous BNs (SBNs) and

Asynchronous BNs (ABNs). Although ABNs are considered more

suitable than SBNs in modeling real-world biological systems, their

attractor computation is more challenging than that of SBNs. Sev-

eral methods have been proposed for computing attractors of ABNs.

However, none of them can robustly handle large and complex mod-

els. In this paper, we propose a novel method called mtsNFVS for

exactly computing all the attractors of an ABN based on its minimal

trap spaces, where a trap space is a subspace of state space that no

path can leave. The main advantage of mtsNFVS lies in opening

the chance to reach easy cases for the attractor computation. We

then evaluate mtsNFVS on a set of large and complex real-world

models with crucial biologically motivations as well as a set of

randomly generated models. The experimental results show that

mtsNFVS can easily handle large-scale models and it completely

outperforms the state-of-the-art method CABEAN as well as other

recently notable methods.

KEYWORDS
biological system, asynchronous Boolean network, attractor, mini-

mal trap space, negative feedback vertex set

ACM Reference Format:
Van-Giang Trinh, Kunihiko Hiraishi, and Belaid Benhamou. 2022. Com-

puting Attractors of Large-Scale Asynchronous Boolean Networks Us-

ing Minimal Trap Spaces. In 13th ACM International Conference on Bioin-
formatics, Computational Biology and Health Informatics (BCB ’22), Au-
gust 7–10, 2022, Northbrook, IL, USA. ACM, New York, NY, USA, 10 pages.

https://doi.org/10.1145/3535508.3545520

1 INTRODUCTION
Boolean Networks (BNs) are simple but efficient mathematical for-

malism for modeling, analyzing, and controlling complex biological
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systems (e.g., gene regulatory networks, signal transduction net-

works) [22, 39, 40]. Beyond systems biology, BNs have widely been

applied to various other areas, such as, mathematics, neural net-

works, social modeling, robotics, and computer science (see, e.g.,

[14, 39, 49]). Besides a plenty of applications, BNs are also an in-

teresting mathematical object that has recently attracted various

work in both theoretical and computational aspects [39].

Attractor detection in BNs is difficult and interesting in the-

ory but also has a plenty of applications in many areas [1]. In the

landscape of dynamics of a dynamical system, we can distinguish

between the transient and long-run dynamics. In BNs or other qual-

itative models, the long-run dynamics is referred to as attractors.
An attractor of a BN is a set of states such that the BN cannot escape

from this set once entered it. In the biological context, attractors of

a BN are linked to phenotypes [22] or functional cellular states (e.g.,

proliferation, apoptosis, or differentiation) [19]. Hence, analysis

of attractors could provide new insights into systems biology [3]

(e.g., the origins of cancers [4], SARS-CoV-2 [31], HIV [32]), which

play an important role in the development of new drugs [20]. Fur-

thermore, attractor detection also gives a starting point for many

control approaches for biological systems [7, 43]. To sum up, attrac-

tor detection is of great importance in analyzing and controlling

biological systems modeled as BNs.

There are two main types of BNs usually used for modeling

biological systems: Synchronous BNs (SBNs) [22] and Asynchro-

nous BNs (ABNs) [45]. The updating scheme of SBNs is that all

the nodes are updated simultaneously at each time step [12]. The

updating scheme of ABNs is that only one node is randomly and

uniformly selected to be updated at each time step [12]. In biology,

the updating process of each gene may spend various time from

fractions of a second to hours [38]. Moreover, the information on

time scales of components is usually lacking [38]. Hence, ABNs

are considered more suitable [38, 45] for representing various time

scales as well as dealing with the lack of knowledge on time scales.

However, the dynamics of an ABN is generally more complex than

that of its SBN counterpart, making the analysis of this ABN more

challenging [12, 38].

Several methods have been proposed for computing attractors of

ABNs, including symbolic-basedmethods [5, 6, 12, 13, 53], structure-

based methods [24, 36, 42, 51], decomposition-based methods [26,

44]. It is noted that there are also several methods [15, 23, 24, 36, 51]

for approximating attractors of ABNs. Obviously, they however

cannot guarantee finding exactly all the attractors of an ABN. To

our best knowledge, all the above-mentioned methods do not satis-

factorily handle large and complex models, i.e., the ones that have
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many nodes (e.g., hundreds of nodes and beyond) and many inter-

actions among the nodes. The best state-of-the-art methods [26, 51]

are not yet enable to robustly work with such ABN models.

Recently, an efficient method called iFVS-ABN [17] has been

proposed for exactly computing all the attractors of an ABN. iFVS-

ABN first computes a Negative Feedback Vertex Set (NFVS) of the

interaction graph of the ABN that is a signed directed graph that

expresses the effects (positive or negative) among the nodes. Based

on the chosen NFVS, iFVS-ABN systematically removes arcs in the

State Transition Graph (STG) of the ABN to get a candidate set of

states. Then, iFVS-ABN uses the reachability analysis on the ABN to

filter out this candidate set. Note that iFVS-ABN also uses a prepro-

cessing step called Preprocessing SSF to reduce the number of times

the reachability in ABNs is checked. The approach of iFVS-ABN

seems to be very promising and its prototype implementation sig-

nificantly outperforms the previous methods including genYsis [12],

CABEAN [26], and FVS-ABN [46] (the predecessor of iFVS-ABN).

However, the crucial issue of iFVS-ABN is that it still must perform

the reachability analysis in most cases [17]. Since the reachability in

ABNs is PSPACE-complete [9] and there is no reachability analysis

method that is robustly efficient for large models [17], the issue

may drastically reduce the efficiency of iFVS-ABN.

In this paper, we propose a novel method named mtsNFVS for

exactly computing all the attractors of an ABN. The method ex-

ploits the advantages of the efficient method [23] for computing

minimal trap spaces of the ABN and the NFVS-based approach of

iFVS-ABN [17]. In principle, similar to iFVS-ABN, mtsNFVS also

relies on NFVSs and the reducing dynamics to get a candidate set

of states, then filters out this set to get a resulting set that exactly

covers the set of attractors of the ABN. However, by using minimal

trap spaces mtsNFVS can open a chance to reach easy cases for the

reachability analysis in the filtering process, which are generally

unable in iFVS-ABN. In addition, we then propose several algorith-

mic improvements to several common constituent tasks between

mtsNFVS and iFVS-ABN, such as, the computation of the NFVS,

the computation of the candidate set, and Preprocessing SSF. These

algorithmic improvements are key factors for making the chance

opened by mtsNFVS effective.

We then use a set of large and complex real-world models ob-

tained from the literature in the field of systems biology and com-

pare the prototype implementation of mtsNFVS to the state-of-the-

art method CABEAN [26, 43] as well as other recently notable meth-

ods including AEON [6], PyBoolNet [23, 24], pystablemotifs [35, 36],

and iFVS-ABN [17]. The experimental results show that mtsNFVS

completely outperforms all the other methods. In particular, mt-

sNFVS is the only method that can consistently handle the two

most complex models of the benchmark set. Furthermore, we also

conduct an experiment on randomly generated models and obtain

the similar experimental conclusion.

The rest of this paper is organized as follows: Section 2 intro-

duces the basic concepts including Boolean networks, attractors,

interaction graphs, negative feedback vertex sets, and minimal trap

spaces. Section 3 presents the details of the proposed method (i.e.,

mtsNFVS). Section 4 reports the experimental results for evaluating

the efficiency of mtsNFVS. Finally, Section 5 concludes the paper

and draws future work.

2 PRELIMINARIES
Let N denote the set of natural numbers. Denote by N+ the set

N\{0} and by N+≤𝑘 the set

{
𝑖 ∈ N+ : 𝑖 ≤ 𝑘

}
. B := {𝑇 ≡ 1, 𝐹 ≡ 0}

denotes the Boolean domain. |𝐴| denotes the cardinality of a set 𝐴.

2.1 Boolean networks and their attractors
A Boolean Network (BN) [14] is defined as a pair (𝑉 , 𝐹 ), where
𝑉 = {𝑥1, ..., 𝑥𝑛} (𝑛 ∈ N+) is the set of nodes and 𝐹 = {𝑓1, ..., 𝑓𝑛} is
the set of Boolean functions. The size of a BN is characterized by its

number of nodes 𝑛. Each node 𝑥𝑖 is identified as a Boolean variable,

and is associated with a Boolean function 𝑓𝑖 : B
|IN (𝑓𝑖 ) | ↦→ B, where

IN (𝑓𝑖 ) is the set of input nodes of 𝑓𝑖 . The number of edges of a BN

is defined as

∑𝑛
𝑖=1 |IN (𝑓𝑖 ) |. Then, the average connectivity of a BN

is defined as the number of edges per node, i.e.,

∑𝑛
𝑖=1 |IN (𝑓𝑖 ) |

𝑛 .

Let 𝑥𝑖 (𝑡) ∈ B and 𝑥 (𝑡) = (𝑥1 (𝑡), ..., 𝑥𝑛 (𝑡)) ∈ B𝑛 denote the state

of node 𝑥𝑖 and the state of the BN at time 𝑡 , respectively. At each

time step, node 𝑥𝑖 can update its state by

𝑥𝑖 (𝑡 + 1) = 𝑓𝑖 (𝑥 (𝑡)) .

For simplicity, we use the notation 𝑓𝑖 (𝑥 (𝑡)) even if IN (𝑓𝑖 ) ⊂ 𝑉 .

An updating scheme of a BN specifies the way that the nodes of

the BN update their states through time evolution [14]. Following

the updating scheme, the BN transits from a state to another state

(possibly identical). This transition is called the state transition.
An Asynchronous Boolean Network (ABN) [18] can be seen as

the most popular BN model. The updating scheme of an ABN is

fully asynchronous, i.e., at each time step, only one node is non-

deterministically selected to be updated. The dynamics of an ABN

can be captured by a State Transition Graph (STG) that is a directed

graph in which each node corresponds to a state of the ABN and

each arc corresponds to a state transition between two states (pos-

sibly identical). The STG of an ABN of size 𝑛 has 2
𝑛
nodes and up

to 𝑛 × 2𝑛 arcs, making the analysis of the ABN more difficult [38].

Attractors are key dynamical behavior of a BN [38]. An attractor

of a BN is defined as a set of states satisfying any state in this set can

reach any state in this set and cannot reach any other state that is not

in this set [26]. Then, we can classify two main types of attractors:

singleton and cyclic attractors. A singleton attractor (or a fixed

point) consists of only one state. A cyclic attractor consists of at least

two states, and is formed by overlapping one ormore cycles of states.

It is worth noting that naive approaches for computing attractors of

an ABN (e.g., explicitly building the STG) are intractable for large

networks (e.g., 𝑛 ≥ 20) [8].

Example 1. We give a BN N = {𝑉 , 𝐹 }, where 𝑉 = {𝑥1, 𝑥2} and
𝐹 = {𝑓1, 𝑓2} with 𝑓1 = (𝑥1 ∧ 𝑥2) ∨ (¬𝑥1 ∧ ¬𝑥2), 𝑓2 = (𝑥1 ∧ 𝑥2) ∨
(¬𝑥1 ∧ ¬𝑥2). Herein, ∧, ∨, and ¬ denote the conjunction, disjunction,
and negation logical operators, respectively.

Let us consider the BN shown in Example 1. Figure 1a shows the

STG of its ABN counterpart. As we can see, the ABN has one fixed

point ({11}) and one cyclic attractor ({00, 01, 10}).

2.2 Interaction graphs
The interaction graph of a BN depicts the qualitative interactions

between nodes and is usually represented as a signed directed
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Figure 1: (a) STG of the ABN counterpart of the BN in Exam-
ple 1. (b) Interaction graph of the BN in Example 1.

graph on the set of nodes (see Definition 2.1). Furthermore, the

computation of the interaction graph of a BN is often fast [17, 34].

Definition 2.1 ([34]). LetN = (𝑉 , 𝐹 ) be a BN,where𝑉 = {𝑥1, .., 𝑥𝑛}
and 𝐹 = {𝑓1, ..., 𝑓𝑛}. The interaction graph of N is the signed di-

rected graph on 𝑉 defined by: for all 𝑥𝑖 , 𝑥 𝑗 ∈ 𝑉 , there exists a

positive (resp. negative) arc from 𝑥 𝑗 to 𝑥𝑖 if and only if there ex-

ists a state 𝑥 ∈ B𝑛 with 𝑥 𝑗 = 0 such that 𝑓𝑖 (𝑥) < 𝑓𝑖 (𝑥 𝑗 ) (resp.
𝑓𝑖 (𝑥) > 𝑓𝑖 (𝑥 𝑗 )), where 𝑥 𝑗 denotes the state 𝑦 such that 𝑦 𝑗 = 1 − 𝑥 𝑗
and 𝑦𝑘 = 𝑥𝑘 for all 𝑘 ≠ 𝑗 .

Let 𝐼𝐺 be a signed directed graph. A positive (resp. negative)

cycle of 𝐼𝐺 is an elementary directed cycle that contains an even

(resp. odd) number of negative arcs. The length of a cycle is the

number of arcs it involves
1
. Then, a Feedback Vertex Set (FVS) of

𝐼𝐺 is a set of vertices 𝑈 that intersects every cycle of 𝐼𝐺 . In other

words, 𝐼𝐺 becomes acyclic after removing the vertices in 𝑈 from

𝐼𝐺 . A Negative Feedback Vertex Set (NFVS) of 𝐼𝐺 is a set of vertices

𝑈 − that intersects every negative cycle of 𝐼𝐺 . In other words, 𝐼𝐺

has no negative cycle after removing the vertices in 𝑈 − from it.

Clearly, an FVS is also an NFVS. The problem of finding a minimum

NFVS (resp. FVS) has been proved NP-complete [28] (resp. [21]).

As an example, we consider the BN N shown in Example 1. Fig-

ure 1b shows the interaction graph ofN . Arrows labeled with sym-

bol "+" denote positive arcs, whereas arrows labeled with symbol

"−" denote negative arcs. This interaction graph has two negative

cycles of length 1 (𝑥1
−−→ 𝑥1 and 𝑥2

−−→ 𝑥2) and two negative cycles

of length 2 (𝑥1
−−→ 𝑥2

+−→ 𝑥1 and 𝑥2
−−→ 𝑥1

+−→ 𝑥2). Then, it has one

NFVS {𝑥1, 𝑥2}, which is also the minimum one.

2.3 Minimal trap spaces
First, we prepare several notions as follows. Let 𝑆A = B𝑛 denote

the state space of an ABN A that consists of all possible 2
𝑛
states.

The forward image of a state 𝑥 with respect to node 𝑥𝑖 ∈ 𝑉 (denoted

by FIA
𝑖
(𝑥)) is defined to be the state 𝑦 such that 𝑥 𝑗 = 𝑦 𝑗 for all

𝑗 ∈ N+≤𝑛\{𝑖} and 𝑦𝑖 = 𝑓𝑖 (𝑥). Generally, the forward image of a

state set 𝐴 with respect to node 𝑥𝑖 ∈ 𝑉 is defined as FIA
𝑖
(𝐴) :=⋃

𝑥 ∈𝐴 FIA
𝑖
(𝑥). Following the updating scheme of ABNs, (𝑥,𝑦) is

an arc of the STG ofA if and only if there exists 𝑖 ∈ N+≤𝑛 such that

𝑦 = FIA
𝑖
(𝑥). We also use 𝑥

A−−→ 𝑦 (or simply 𝑥 −→ 𝑦 whenever the

context is clear) to denote this arc.

A non-empty set 𝑇 ⊆ 𝑆A is a trap set of the STG of A if and

only if for every 𝑥 ∈ 𝑇 and 𝑦 ∈ 𝑆A with 𝑥 −→ 𝑦 it holds that 𝑦 ∈ 𝑇 .
1
A self arc is considered as a cycle of length 1.

By this definition, an attractor of A is equivalent to an inclusion-

wise minimal trap set of its STG [23]. Consequently, every trap set

contains at least one minimal trap set and therefore at least one

attractor.

A subspace 𝑚 is defined as a mapping 𝑚 : 𝑉 ↦→ B ∪ ★. The

set of fixed variables of 𝑚 (denoted by 𝐷𝑚) is defined by 𝐷𝑚 :=

{𝑣 | 𝑣 ∈ 𝑉 ,𝑚(𝑣) ≠ ★}. The set of free variables of 𝑚 is simply

𝑉 \𝐷𝑚 . The set of associated states of𝑚 is denoted by 𝑆 [𝑚] := {𝑠 ∈
𝑆A | ∀𝑥𝑖 ∈ 𝐷𝑚 : 𝑠𝑖 = 𝑚(𝑥𝑖 )}. Like a state, we denote a subspace
by a sequence of 𝑛 values that correspond to the variables in the

order given in 𝑉 . For example,𝑚 = ★★ 1 means that 𝐷𝑚 = {𝑥3},
𝑚(𝑥3) = 1,𝑚(𝑥1) = 𝑚(𝑥2) = ★, and𝑚 refers to the set of states

{001, 011, 101, 111}. Let 𝑆★A denote the set of all possible subspaces.

Note that

���𝑆★A ��� = 3
𝑛
and 𝑆A ⊂ 𝑆★A [23].

A trap space is defined as a subspace that is also a trap set. Then,

we define a partial order < on 𝑆★A as:𝑚 < 𝑚′ if and only if 𝑆 [𝑚] ⊆
𝑆 [𝑚′] and 𝑆 [𝑚] ≠ 𝑆 [𝑚′]. Consequently, a trap space𝑚 is minimal

if and only if there is no trap space𝑚′ ∈ 𝑆★A such that𝑚′ < 𝑚. For

example, the ABN counterpart of the BN shown in Example 1 has

all two trap spaces,𝑚1 = 11 and𝑚2 = ★★. Since𝑚1 < 𝑚2,𝑚1 is a

minimal trap space of the ABN.

3 NEWMETHOD
We here propose a new method named mtsNFVS for exactly com-

puting all the attractors of an ABN. This method exploits the ad-

vantages of the minimal trap space computation method [23] and

the approach of the NFVS-based method iFVS-ABN [17]. Hereafter,

we shall present the main idea as well as several key constituent

tasks in mtsNFVS.

3.1 Main idea
The main idea of mtsNFVS is similar to that of iFVS-ABN but using

minimal trap spaces of the ABN to guide the attractor computation

to some easy cases. Specifically, the general description of mtsNFVS

is given in Algorithm 1. For convenience, we first introduce some

new notations as follows:

• 𝐼𝐺 (N) denotes the interaction graph of a BN N ;

• 𝐺 (N) denotes the STG of an BN N ;

• 𝐹 (𝐺) denotes the set of fixed points of an STG 𝐺 ;

• 𝑅𝑈 ,𝐵 (𝐺) denotes the reduced STG obtained by systematically

removing arcs from an STG 𝐺 with respect to a set 𝑈 =

{𝑥𝑖1 , ..., 𝑥𝑖𝑘 } of nodes and a set 𝐵 = {𝑏𝑖1 , ..., 𝑏𝑖𝑘 } of Boolean
values such that arc (𝑥, 𝑥 ′) is removed from 𝐺 if and only if∨𝑘

𝑗=1 (𝑥𝑖 𝑗 ↔ 𝑏𝑖 𝑗 ∧ 𝑥 ′𝑖 𝑗 ↔ 1 − 𝑏𝑖 𝑗 ) holds;
• 𝑆 [𝑀] = ⋃

𝑚∈𝑀 𝑆 [𝑚] is the set of states represented by a set

𝑀 of minimal trap spaces;

• We say that a set 𝐹 of states covers a set 𝐴 of attractors

if and only if 𝐹 intersects every attractor of 𝐴 (formally,

𝐹 ∩ 𝑎𝑡𝑡 ≠ ∅,∀𝑎𝑡𝑡 ∈ 𝐴);
• We say that 𝐹 one-to-one covers the set 𝐴 of attractors if and

only if 𝐹 covers 𝐴 and |𝐹 | = |𝐴|.

We also briefly recall the description of Preprocessing SSF that

was first introduced in [46]. Preprocessing SSF aims at shrinking

the candidate set 𝐹 . At each iteration, Preprocessing SSF randomly
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Algorithm 1 mtsNFVS

Require: An ABN A.

Ensure: A set 𝐴 of states of A.

▶ Lines 1-7: Compute the set of minimal trap spaces and the

candidate set of states

1: Find an NFVS𝑈 − = {𝑥𝑖1 , ..., 𝑥𝑖𝑘 } of 𝐼𝐺 (A)
2: Choose a set 𝐵− = {𝑏𝑖1 , ..., 𝑏𝑖𝑘 } of Boolean values

3: 𝐹 ← 𝐹 (𝑅𝑈 −,𝐵− (𝐺 (A)))
4: 𝑀 ← the set of minimal trap spaces of A
5: 𝐴← ∅
6: 𝐴𝑖𝑛 ← ∅
7: 𝐴𝑜𝑢𝑡 ← ∅
▶ Lines 8-20: Compute attractors inside each minimal trap

space

8: for all𝑚 ∈ 𝑀 do
9: 𝐹𝑚 ← 𝑆 [𝑚] ∩ 𝐹
10: 𝐹 ← 𝐹\𝐹𝑚
11: 𝐴𝑚 ← ∅
12: Perform Preprocessing SSF to shrink the set 𝐹𝑚 if needed

13: while 𝐹𝑚 ≠ ∅ do
14: Remove a state 𝑠 from 𝐹𝑚
15: if ABNReach(A, 𝑠, 𝐴𝑚 ∪ 𝐹𝑚) = 𝑓 𝑎𝑙𝑠𝑒 then
16: 𝐴𝑚 ← 𝐴𝑚 ∪ {𝑠}
17: end if
18: end while
19: 𝐴𝑖𝑛 ← 𝐴𝑖𝑛 ∪𝐴𝑚
20: end for
▶ Lines 21-29: Compute attractors outside the minimal trap

spaces

21: 𝐹 ← 𝐹\𝑆 [𝑀]
22: Perform Preprocessing SSF to shrink the set 𝐹 if needed

23: 𝐹 ← 𝐹\𝑆 [𝑀]
24: while 𝐹 ≠ ∅ do
25: Remove a state 𝑠 from 𝐹

26: if ABNReach(A, 𝑠, 𝑆 [𝑀] ∪𝐴𝑖𝑛 ∪𝐴𝑜𝑢𝑡 ∪ 𝐹 ) = 𝑓 𝑎𝑙𝑠𝑒 then
27: 𝐴𝑜𝑢𝑡 ← 𝐴𝑜𝑢𝑡 ∪ {𝑠}
28: end if
29: end while
▶ Lines 30-31: Return the set of states corresponding to all the

inside and the outside attractors

30: 𝐴← 𝐴𝑖𝑛 ∪𝐴𝑜𝑢𝑡
31: return 𝐴

chooses a node 𝑥𝑖 , then updates 𝐹 by its forward image with re-

spect to node 𝑥𝑖 (i.e., 𝐹 ← FIA
𝑖
(𝐹 )). The number of iterations of

Preprocessing SSF is specified by the parameter 𝐼_𝑀𝐴𝑋 , which can

be empirically set. It is important to note that in [17, 46] FIA
𝑖
(𝐹 ) is

computed based on the restricted transition system of A with re-

spect to the set 𝐹 encoded as a BDD of 2𝑛 variables [12, 16]. Hence,

the computation of FIA
𝑖
(𝐹 ) may be too long even intractable for

large and complex networks.

mtsNFVS first computes an NFVS 𝑈 − of the ABN A (Line 1 of

Algorithm 1) and arbitrarily chooses a set of Boolean values 𝐵−

corresponding to the nodes in the NFVS (Line 2 of Algorithm 1).

Based on𝑈 − and 𝐵−, mtsNFVS computes a candidate set of states

(Line 3 of Algorithm 1). This step is similar to that in iFVS-ABN.

However, mtsNFVS calculates the set of minimal trap spaces of A
instead of the set of fixed points of A (Line 4 of Algorithm 1). The

computation of the NFVS𝑈 − and the set of minimal trap spaces𝑀

shall be discussed in detail in Section 3.2, whereas the computation

of the candidate set shall be discussed in detail in Section 3.3.

Each minimal trap space contains at least one attractor of A
and minimal trap spaces are mutually disjoint. Therefore, for each

minimal trap space𝑚, mtsNFVS gets a candidate set 𝐹𝑚 of states,

and then obviously excludes 𝐹𝑚 from 𝐹 (Lines 9-10 of Algorithm 1).

Since 𝐹 covers all the attractors of A (see Theorem 3.1), 𝐹𝑚 must

cover all the attractors contained in minimal trap space𝑚. If 𝐹𝑚
contains many states, mtsNFVS can use Preprocessing SSF to shrink

it (Line 12 of Algorithm 1). Now, mtsNFVS performs the filtering

process (as that in [17, 46]) on the candidate set 𝐹𝑚 to get all the

attractors contained in 𝑚 (Lines 13-18 of Algorithm 1). Herein,

ABNReach is the efficiently exact algorithm proposed in [17] for

checking the reachability in ABNs. The parameters of this algo-

rithm include the considered ABN, the initial state, and the set of

target states (e.g., A, 𝑠 , and 𝐴𝑚 ∪ 𝐹𝑚 in Line 15 of Algorithm 1, re-

spectively). Note that in each minimal trap space𝑚, Preprocessing

SSF and the filtering process can be performed on the reduced ABN

A ′ instead of the original ABN A. A ′ is obtained by fixing the

fixed nodes of𝑚 inA, and then propagating the fixed values to the

Boolean functions of the remaining nodes (see [23] for the reduc-

tion technique using minimal trap spaces). SinceA ′ is significantly
smaller than A in most cases [23, 36], the use of the reduction

technique may (potentially) reduce significantly the computational

burden for each minimal trap space.

Theorem 3.1 ( [17]). LetN be a BN andA be its ABN counterpart.
Let 𝑈 − be an NFVS of 𝐼𝐺 (N) and 𝐵− be a set of Boolean values
corresponding to the nodes of𝑈 −. Let 𝑎𝑡𝑡 be an attractor of A. Then
there exists a state 𝑠 such that 𝑠 ∈ 𝑎𝑡𝑡 and 𝑠 is a fixed point of the
reduced STG (i.e., 𝑅𝑈 −,𝐵− (𝐺 (A))).

As mentioned in [23], there may be some attractors that are

outside of any minimal trap space of A. Hence, mtsNFVS needs to

process the remaining part of 𝐹 . If this part contains many states,

mtsNFVS can use Preprocessing SSF to shrink it (Line 22 of Algo-

rithm 1). Note that after Preprocessing SSF, 𝐹 may contain some

states in 𝑆 [𝑀]. Therefore, mtsNFVS needs to exclude these states

from 𝐹 (Line 23 of Algorithm 1). mtsNFVS then performs the fil-

tering process on the current candidate set 𝐹 (Lines 24-29 of Al-

gorithm 1). There is a difference to the filtering process for each

minimal trap space. When checking the reachability in A, the tar-

get set can be expanded to 𝑆 [𝑀] ∪𝐴𝑖𝑛 ∪𝐴𝑜𝑢𝑡 ∪ 𝐹 instead of only

𝐴𝑖𝑛 ∪𝐴𝑜𝑢𝑡 ∪ 𝐹 as in [17, 46] (Line 26 of Algorithm 1). The reason

is that if a state 𝑠 reaches a state 𝑠 ′ ∈ 𝑆 [𝑀] in the STG ofA, then 𝑠

must reach at least one attractor contained in 𝑀 , consequently 𝑠

must reach a state in 𝐴𝑖𝑛 . This expansion may reduce the time for

checking the reachability in A (especially in the case of reachable)

because 𝑆 [𝑀] ∪ 𝐴𝑖𝑛 ∪ 𝐴𝑜𝑢𝑡 ∪ 𝐹 may be potentially much larger

than 𝐴𝑖𝑛 ∪𝐴𝑜𝑢𝑡 ∪ 𝐹 . Finally, mtsNFVS returns the set 𝐴 of states

that one-to-one covers the set of attractors of A.

For illustration, we here show a running example for mtsNFVS.

Let us consider the ABN counterpart A of the BN shown in Ex-

ample 1. As shown in Figure 1a, A has one fixed point ({11}) and
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one cyclic attractor ({00, 01, 10}). The interaction graph of A has

one NFVS (also the minimum one) {𝑥1, 𝑥2}. Next, assume that mt-

sNFVS chooses𝑈 − = {𝑥1, 𝑥2} and 𝐵− = {𝑏1, 𝑏2} = {0, 0}. We then

have 𝐹 (𝑅𝑈 −,𝐵− (𝐺 (A))) = {00, 11}, 𝑀 = {𝑚1} where 𝑚1 = 11,

𝑆 [𝑀] = 𝑆 [𝑚1] = {11}. For 𝑚1, we get 𝐹𝑚 = {11}. Since 𝐹𝑚 has

only one state, we do not need to proceed Preprocessing SSF and

simply add this state to the set 𝐴𝑚 . After finishing Line 19 of Algo-

rithm 1, we have𝐴𝑖𝑛 = {11} and 𝐹 = {00}. As we can see, the cyclic

attractor {00, 01, 10} is outside of any minimal trap space of A but

it is still covered by 𝐹 . The latter part of mtsNFVS (Lines 21-29 of

Algorithm 1) guarantees to compute all the attractors of A. Now,

mtsNFVS performs the filtering process on 𝐹 . Since 00 (i.e., 𝑠) does

not reach {11} (i.e., 𝑆 [𝑀] ∪𝐴𝑖𝑛 ∪𝐴𝑜𝑢𝑡 ∪𝐹 ) in𝐺 (A), mtsNFVS adds

00 to the set 𝐴𝑜𝑢𝑡 . Finally, mtsNFVS returns 𝐴 = {11, 00} where
11 corresponds to the fixed point {11} and 00 corresponds to the

cyclic attractor {00, 01, 10}.
Next, we show the correctness of mtsNFVS as in Theorem 3.2.

Theorem 3.2. Algorithm 1 exactly finds all attractors of an ABN.

Proof. After finishing Line 4 of Algorithm 1, 𝐹 covers all the

attractors ofA (1) following Theorem 3.1. Hence, 𝐹𝑚 (also𝐴𝑚∪𝐹𝑚)

must cover all the attractors of A contained in minimal trap space

𝑚. By the fact that if a state is in an attractor, all its reachable

states are also in this attractor, Preprocessing SSF and the filtering

process always preserve the above property. Hence,𝐴𝑚 finally one-

to-one covers the set of all attractors of A contained in𝑚. As a

consequence, after finishing Line 20 of Algorithm 1,𝐴𝑖𝑛 one-to-one

covers all the attractors inside the minimal trap spaces of A (2).

A state in 𝑆 [𝑚] always reach in 𝐺 (A) only the attractors inside

minimal trap space𝑚 of A. As a consequence, every state in 𝑆 [𝑀]
always reaches in𝐺 (A) the states in𝐴𝑖𝑛 (3). After finishing Line 21

of Algorithm 1, 𝐹 (also𝐴𝑜𝑢𝑡∪𝐹 ) covers only all the attractors outside
any minimal trap space of A because (1) and (3) holds. Clearly,

after finishing Preprocessing SSF and Line 23 of Algorithm 1, this

property is preserved. State 𝑠 reaches𝐴𝑖𝑛 ∪𝐴𝑜𝑢𝑡 ∪𝐹 in𝐺 (A) if and
only if 𝑠 reaches 𝑆 [𝑀] ∪𝐴𝑖𝑛 ∪𝐴𝑜𝑢𝑡 ∪ 𝐹 in𝐺 (A) because (3) holds.
Therefore, the filtering process also preserves the property. After

finishing Line 29 of Algorithm 1, 𝐴𝑜𝑢𝑡 finally one-to-one covers all

the attractors outside any minimal trap space of A (4).

From (2) and (4), we can conclude that the resulting set 𝐴 one-

to-one covers the set of attractors of A. □

Finally, we discuss the advantages of mtsNFVS as compared to

PyBoolNet (i.e., the method for approximating the attractors of an

ABN [23, 24]) and iFVS-ABN. First, PyBoolNet relies on only the set

of minimal trap spaces of an ABN to get the set of approximations.

For each minimal trap space, PyBoolNet uses random walks to get

an approximation (a state) that is expected belonging to an attractor

contained in the minimal trap space. However, there may be some

attractors that are outside of any minimal trap space or one minimal

trap space may contain more than one attractor. Hence, we have no

chance to get such attractors with PyBoolNet. On the other hand,

mtsNFVS always guarantees to compute all the attractors of the

ABN (see Theorem 3.2). Second, iFVS-ABN always must perform

the reachability analysis unless 1) the ABN has only fixed points

and Preprocessing SSF makes the number of candidates equal 0 [17]

or 2) the ABN has only one cyclic attractor and Preprocessing SSF

makes the number of candidates equal 1 [17]. Hence, iFVS-ABN

has no chance to avoid the reachability analysis in most cases. On

the other hand, mtsNFVS has a chance to avoid the reachability

analysis if the number of attractors of the ABN is equal to the

number of minimal trap spaces of the ABN, which occurs in most

cases [23, 35, 36]. In the case, if Preprocessing SSF in each minimal

trap space (Line 12 of Algorithm 1) makes the number of candidates

equal 1 and Preprocessing SSF in the remaining candidate part

(Line 22 of Algorithm 1) makes the number of candidates equal 0,

then mtsNFVS does not need to check the reachability in ABNs.

Furthermore, the expansion of the target set in mtsNFVS (Line 26

of Algorithm 1) may reduce the time for the reachability analysis

in the case of reachable. However, to make the above advantages

as compared to iFVS-ABN effective, we also need to propose al-

gorithmic improvements to several common constituent tasks of

mtsNFVS and iFVS-ABN such as Preprocessing SSF. We present the

proposed algorithmic improvements in the following subsections.

3.2 Computing negative feedback vertex sets
and minimal trap spaces

The first step of mtsNFVS is to find an NFVS𝑈 − of the interaction
graph of the ABN (Line 1 of Algorithm 1). We note that using

a smaller NFVS would open a chance to get a smaller candidate

set [17] and the problem of finding a minimum NFVS of a signed

directed graph is NP-complete [21]. In [17], iFVS-ABN uses a simple

greedy algorithm called findNFVS for finding an (not necessarily

minimum) NFVS. The seed set used in this greedy algorithm is the

FVS of the ABN obtained by applying the simple greedy algorithm

by [46], which does not guarantee to return a minimum FVS, to

the interaction graph. Clearly, using a smaller seed can open a

chance to get a smaller NFVS. Hence, we here apply the algorithm

by [11] for approximately computing an FVS of the interaction

graph. We use an implementation of this algorithm that is publicly

available at https://github.com/jgtz/FVS_python3. The usefulness

of the updated algorithm for finding an (not necessarily minimum)

NFVS shall be shown in our benchmarks presented in Section 4.

Regarding the computation of minimal trap spaces (Line 4 of

Algorithm 1), we simply use the Answer Set Programming (ASP)

based method by [23], which is integrated into PyBoolNet [24].

Note that, there may be other methods for computing minimal trap

spaces of an ABN such as the Integer Linear Programming (ILP)

based method by [23], which is also integrated into [24]. However,

in [23] the ASP-based method has been shown more time-efficient

than the ILP-based method.

3.3 Computing fixed points of the reduced state
transition graph

Similar to iFVS-ABN [17], mtsNFVS also needs to compute the set

of fixed points of the reduced STG with respect to a set of nodes𝑈 −

and a set of Boolean values 𝐵− (i.e., 𝐹 (𝑅𝑈 −,𝐵− (𝐺 (A))) as shown
in Line 3 of Algorithm 1). In [17], 𝐹 (𝑅𝑈 −,𝐵− (𝐺 (A))) is computed

by using Binary Decision Diagrams (BDDs) [48] or Satisfiability

(SAT) solvers [10]. Both the techniques are inefficient for large

networks especially the networks comprising complex Boolean

functions [17, 46]. Hence, we need a more efficient method.

https://github.com/jgtz/FVS_python3
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We first construct an ABN (denoted by A𝑟𝑒𝑑
) such that its set

of fixed points is identical to 𝐹 (𝑅𝑈 −,𝐵− (𝐺 (A))) (see Theorem 3.3).

A𝑟𝑒𝑑
includes the set of nodes ofA and its set of Boolean functions

is given by:{
𝑓 𝑟𝑒𝑑
𝑖

= 𝑓𝑖 if 𝑥𝑖 ∉ 𝑈
−
;

𝑓 𝑟𝑒𝑑
𝑖

= [(𝑥𝑖 ↔ 𝑏𝑖 ) ∧ 𝑏𝑖 ] ∨ [¬(𝑥𝑖 ↔ 𝑏𝑖 ) ∧ 𝑓𝑖 ] if 𝑥𝑖 ∈ 𝑈 −;

where↔ denotes the bi-implication logical operator.

Theorem 3.3. The set of fixed points ofA𝑟𝑒𝑑 is identical to the set
of fixed points of the reduced STG of A with respect to𝑈 − and 𝐵−.

Proof. It is important to note that a state 𝑥 in𝐺 (A) will become

a fixed point of𝑅𝑈 −,𝐵− (𝐺 (A)) if and only if (1) 𝑓𝑖 (𝑥) = 𝑥𝑖 ,∀𝑥𝑖 ∉ 𝑈 −
and (2) 𝑥𝑖 = 𝑏𝑖 or 𝑥𝑖 = 1 − 𝑏𝑖 ∧ 𝑓𝑖 (𝑥) = 𝑥𝑖 , ∀𝑥𝑖 ∈ 𝑈 − [17].

Suppose that 𝑥 is a fixed point ofA𝑟𝑒𝑑
. Then, 𝑓𝑖 (𝑥) = 𝑓 𝑟𝑒𝑑𝑖

(𝑥) =
𝑥𝑖 for ∀𝑥𝑖 ∉ 𝑈 −. We consider the case that 𝑥𝑖 ∈ 𝑈 −. If 𝑥𝑖 = 𝑏𝑖 ,

then 𝑓 𝑟𝑒𝑑
𝑖

= 𝑏𝑖 = 𝑥𝑖 ; leading there is no constraint on 𝑓𝑖 (𝑥). If
𝑥𝑖 = 1−𝑏𝑖 , then 𝑓𝑖 (𝑥) = 𝑓 𝑟𝑒𝑑𝑖

(𝑥) = 𝑥𝑖 . Hence, 𝑥 is also a fixed point

of 𝑅𝑈 −,𝐵− (𝐺 (A)).
Suppose that𝑥 is a fixed point of𝑅𝑈 −,𝐵− (𝐺 (A)). Then, 𝑓 𝑟𝑒𝑑𝑖

(𝑥) =
𝑓𝑖 (𝑥) = 𝑥𝑖 for ∀𝑥𝑖 ∉ 𝑈 −. We consider the case that 𝑥𝑖 ∈ 𝑈 −. If
𝑥𝑖 = 1 − 𝑏𝑖 , then 𝑓𝑖 (𝑥) = 𝑥𝑖 ; leading to 𝑓 𝑟𝑒𝑑

𝑖
(𝑥) = 𝑓𝑖 (𝑥) = 𝑥𝑖 . If

𝑥𝑖 = 𝑏𝑖 , then there is no constraint on 𝑓𝑖 (𝑥) but 𝑓 𝑟𝑒𝑑𝑖
(𝑥) = 𝑏𝑖 = 𝑥𝑖 .

Hence, 𝑥 is also a fixed point of A𝑟𝑒𝑑
. □

From Theorem 3.3, we now can compute 𝐹 (𝑅𝑈 −,𝐵− (𝐺 (A))) by
computing the set of fixed points of A𝑟𝑒𝑑

. The ASP-based method

by [23] has been recognized very efficient for computing the set

of fixed points of an ABN [23, 24, 35, 36]. Note that the ILP-based

method by [2] and the algebraic-based method by [50] are also very

efficient methods for this task; but they are designed specifically

for special classes of BNs (𝑁 -𝐾 models with 𝐾 = 2 and AND-NOT

models, respectively). Hence, we here use the ASP-based method

for computing the set of fixed points of A𝑟𝑒𝑑
. Its usefulness shall

be shown in our benchmarks presented in Section 4.

3.4 Improving Preprocessing SSF
Since the reachability in ABNs is PSPACE-complete in theory and

may take extremely long time in practice, Preprocessing SSF usually

sets 𝐼_𝑀𝐴𝑋 large enough with the expectation that the number

of candidates for the filtering process is as small as possible. Ac-

cordingly, the time for Preprocessing SSF may become too long.

To improve the efficiency of Preprocessing SSF (consequently, the

efficiency of mtsNFVS), we propose two algorithmic enhancements

for Preprocessing SSF in mtsNFVS as follows.

First, we propose a new way for computing FIA
𝑖
(𝐹 ). Instead

of using the restricted transition system, mtsNFVS computes the

forward image of each state 𝑥 in 𝐹 . FIA
𝑖
(𝑥) is easily computed by

only changing the value of node 𝑥𝑖 to 𝑓𝑖 (𝑥). Clearly, the number

of forward images needed to be computed at each iteration of

Preprocessing SSF is |𝐹 |. Hence, the new way is simple but maybe

very efficient because |𝐹 | drastically decreases in most cases [17, 46].

Note that the new way can apply to both Preprocessing SSF in

each minimal trap space and Preprocessing SSF in the remaining

candidate part (see Subsection 3.1).

Second, for Preprocessing SSF in the remaining candidate part,

we try to early exclude from 𝐹 some states that cannot belong to

an attractor outside the minimal trap spaces of the ABN. The set

of states referred by the minimal trap spaces (i.e., 𝑆 [𝑀]) usually
contains much more states than 𝐹 . Therefore, it is likely possible

that several states of 𝐹 will be covered by 𝑆 [𝑀] after only a small

number of iterations. Since a state in 𝑆 [𝑀] cannot reach an outside

attractor, we can early exclude the states in 𝑆 [𝑀] from 𝐹 . Specif-

ically, we divide Preprocessing SSF into many spans. Each span

includes a given number of iterations (i.e., the length of a span).

When finishing each span, we simply perform 𝐹 ← 𝐹\𝑆 [𝑀]. For
simplicity, we set the same length (empirically 𝑛) for all spans.

Both the proposed enhancements may reduce the computational

time of Preprocessing SSF. In particular, they allow us to set 𝐼_𝑀𝐴𝑋

much larger (empirically 20000 × 𝑛), thus likely to get a smaller

candidate set even to early encounter the best cases (i.e., |𝐹 | = 1

for Preprocessing SSF in each minimal trap space and |𝐹 | = 0 for

Preprocessing SSF in the remaining candidate part). The usefulness

of the two enhancements shall be justified by our benchmarks

presented in Section 4.

4 EVALUATION
To evaluate the effectiveness of the proposed method mtsNFVS, we

conducted experiments on both real-world biological models and

randomly generated models. We compared mtsNFVS
2
with five

previously notable methods including CABEAN [26, 43], AEON [6],

PyBoolNet [23, 24], pystablemotifs [35, 36], and iFVS-ABN [17].

To the best of our knowledge, all these previous methods are the

most recent and advanced tools targeting the detection of non-

trivial attractors in ABNs. Moreover, there has been no complete

comparison among them.

4.1 Experimental results on real-world models
We selected seven real-world models, which are large and complex

(i.e., high average connectivity), from the literature. We here give a

brief description of the models. The structure information of the

models can be found in Table 1.

• The T-LGL network models the T cell large granular lym-

phocyte (T-LGL) survival signaling network that features a

clonal expansion of antigen-primed, competent, and cyto-

toxic T lymphocytes [52].

• The CACC model describes the development of colitis asso-

ciated colon cancer by integrating the extracellular microen-

vironment and intracellular signalling pathways, helping to

obtain a more systematic understanding of inflammation-

associated tumourigenesis as well as to identify novel thera-

peutic approaches [25].

• The AD model is a relevant mathematical model of the neu-

ronal molecular regulatory network for Alzheimer’s disease,

with the goal of enabling researchers to gain a better mech-

anistic understanding of Alzheimer’s disease pathological

dynamics at a molecular-regulation level and systematically

investigate candidate molecular targets for their ability to

alter the levels of pathogenic proteins [33].

2
Released at https://github.com/giang-trinh/mtsNFVS.git

https://github.com/giang-trinh/mtsNFVS.git
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• The IL-6model is a comprehensive large-scale networkmodel

whose analysis helps to uncover general topological features

and to make testable predictions on the stimulus-response

behaviour of the IL-6 signalling network, which is crucially

involved in the regulation of a multitude of physiological

processes, in particular coordinating the immune response

upon bacterial infection and tissue injury [37].

• The CELL CYCLE 2019 network, a Boolean model of model

growth factor signaling, can reproduce PI3K oscillations and

link them to cell cycle progression and apoptosis; thus is

an important starting point for the predictive modeling of

cell fate decisions that include AKT1-driven senescence, as

well as the non-intuitive effects of drugs that interfere with

mitosis [41].

• The SIPC model considers the major signalling pathways

known to be deregulated, helping to better understand the

mechanisms of tumorigenesis and possible treatment re-

sponses for prostate cancer, the second most occurring can-

cer in men worldwide [27].

• The CASCADE 3.0 model is the most recent Boolean model

of cancer cell lines, which demonstrates the potential of

logical modeling for the prediction of drug synergies [47].

Note that six of the seven models contain source nodes, which

are usually fixed to either 0 or 1 in most previous Boolean network

analysis [26]. As targeting more comprehensive analysis of the real-

world models, we considered all possible values of a source node.

In addition, CABEAN requires applying a network reduction tech-

nique to the input model. This reduction technique fully conserves

the attractors of an ABN [30]. To ensure the fairness of the evalua-

tion, we also applied this reduction technique to all the real-world

models before running them on the compared methods. Then, we

ran all the benchmarks on a virtual machine whose environment

is CPU: Intel(R) Core(TM) i7-3630QM 2.40GHz x 4, Memory: 8 GB,

Ubuntu 18.04.2 64 bit. The time limit for each model is 10 hours.

Table 2 shows the experimental results on real-world models.

Each model (except CELL CYCLE 2019) has at least one cyclic

attractor, which indicates that its attraction detection does not fall

to the trivial case. In general, mtsNFVS completely outperforms

all the other methods. More specifically, we analyze the obtained

results of each method as follows.

PyBoolNet. In all the sevenmodels, PyBoolNet failed to compute

attractors within the time limit. For each model, PyBoolNet quickly

computed the approximations, but took long time for checking

the correctness of the approximations via model checking. This

observation is consistent with that shown in [23].

CABEAN. In all the seven models, CABEAN failed to finish

the computation. We observed that in six models (except the CELL

CYCLE 2019 model), CABEAN terminated before exceeding the

time limit and the segmentation fault error was printed. Anyway,

we also reported the timewhen CABEAN terminated for eachmodel

(see Table 2). Even in three models (T-LGL, CACC, CASCADE 3.0),

that number is quite large. The reason for this may be that the real-

worldmodels have not onlymany nodes but also complex structures

(see Table 1). Especially, the decomposition approach of CABEAN

heavily relies on SCCs of the interaction graph, whereas the largest

SCC size of each model is large. In this case, the decomposition of

CABEAN may not reduce the complexity of the model enough to

continue with its attractor search; leading to the termination before

exceeding the time limit. This observation is consistent with that

presented in [6].

AEON. This method failed to compute attractors within the time

limit for the three models (SPIC, CELL CYCLE 2019, and CASCADE

3.0). It is apparent because SPIC and CASCADE 3.0 are here the two

largest models with very complex structures, CELL CYCLE 2019

is here the most complex model, whereas AEON generally relies

on traversing the STG although it uses some heuristics to speed

up the traversal. In the four remaining models, AEON succeeded

to finish the computation in reasonable time. As compared to Py-

BoolNet and CABEAN, AEON is more efficient. This observation is

consistent with the comparison between AEON and CABEAN [6],

which shows that AEON robustly outperforms CABEAN.

pystablemotifs. We first note that this method computes exact

fixed points and quasi-attractors, which correspond to but may not

be identical to cyclic attractors of an ABN. In some cases, it may

return only a lower bound and an upper bound for the number of

attractors or it may not verify completely the attractor’s existence

due to computational limits [36]. In the latter case, pystablemotifs

manages its reactions to computation limits through the param-

eter 𝑠𝑖𝑚𝑠𝑖𝑧𝑒3. In the four models (IL-6, CELL CYCLE 2019, SIPC,

and CASCADE 3.0), pystablemotifs failed to finish the computa-

tion within the time limit. For the CELL CYCLE 2019, SIPC, and

CASCADE 3.0 models, the reason may be that the numbers of di-

rected cycles in the parity-expanded networks are computationally

intractable. Indeed, these three models have many nodes as well

the largest SCCs of large size (see Table 1). For the IL-6 model, the

reason may be that it has many source nodes, which is one of the

inefficient cases of pystablemotifs [36]. For the two models (T-LGL

and AD), pystablemotifs returned only intervals for the numbers of

attractors ([318-336] and [2-3], respectively). We tried to increase

𝑠𝑖𝑚𝑠𝑖𝑧𝑒 to 100 hoping to obtain more precise results; however, pys-

tablemotifs obtained the run-time error after 2061.53s and 3271.44s,

respectively. The observation on the T-LGL model is consistent

with that shown in [35]. For the CACC model, pystablemotifs re-

turned the exact number of attractors but all the cyclic attractors

computed by pystablemotifs and AEON are not the same. Specifi-

cally, pystablemotifs returned two quasi-attractors of size 8, two

quasi-attractors of size 128, two quasi-attractors of size 32786, and

two quasi-attractors of size 262144; whereas, AEON returned two

attractors of size 6, two attractors of size 96, two attractors of size

10240, and two attractors of size 61440. To sum up, pystablemotifs

is unable to fully analyze any model.

iFVS-ABN. In the five models (T-LGL, CACC, AD, IL-6, and

CASCADE 3.0), iFVS-ABN succeeded to finish the computation in

reasonable time. The running time of iFVS-ABN is comparable to

that of AEON for the T-LGL, CACC, AD, and IL-6 models. In partic-

ular, iFVS-ABN only took 969.20s for computing all the attractors

of the CASCADE 3.0 model, whereas all CABEAN, AEON, PyBool-

Net, and pystablemotifs failed. Like these methods, iFVS-ABN also

failed to finish the computation within the time limit for the CELL

CYCLE 2019 and SIPC models, the two most complex ones. We

3
As the authors usually use in their benchmarks, we set this parameter as 20 in our

benchmarks.
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Table 1: Structure information of the real-world models. Columns 2-6 denote the number of nodes, the number of edges, the
average connectivity, the number of source nodes, and the size of the largest SCC of each model, respectively. Columns 7-8
denote the sizes of the NFVSs computed by iFVS-ABN and mtsNFVS for each model, respectively.

smallest NFVS size

Model # nodes # edges avg. con. # source nodes largest SCC size iFVS-ABN mtsNFVS

T-LGL 61 193 3.16 7 43 20 13

CACC 70 153 2.19 1 65 13 10

AD 77 206 2.68 1 72 16 11

IL-6 86 164 1.91 15 38 10 4

CELL CYCLE 2019 87 375 4.31 1 57 32 26

SIPC 133 449 3.38 11 100 29 13

CASCADE 3.0 183 603 3.30 0 176 27 19

Table 2: Timing comparisons among attractor detection methods on the selected real-world models. Columns 2-3 denote the
numbers of fixed points and cyclic attractors of each model, respectively. The computational time is in seconds. "N/A" denotes
a run-time error; in this case, the number inside the parentheses shows the time when encountering the error. "DNF" means
that the method did not finish the attractor computation within 10 hours.

Model # fixed points # cyclic CABEAN AEON PyBoolNet pystablemotifs iFVS-ABN mtsNFVS

T-LGL 172 146 N/A (2176.55) 80.93 DNF 2267.40 547.17 8.16

CACC 2 8 N/A (21264.55) 469.38 DNF 16459.35 2898.34 1.96

AD 0 2 N/A (41.00) 5646.10 DNF 626.71 84.28 3.54

IL-6 28762 4096 N/A (19.68) 3625.36 DNF DNF 2881.75 82.68

CELL CYCLE 2019 8 0 DNF DNF DNF DNF DNF 80.48

SIPC 640 2120 N/A (399.19) DNF DNF DNF DNF 1768.35

CASCADE 3.0 0 1 N/A (5039.31) DNF DNF DNF 969.20 10.10

observed that iFVS-ABN even failed to compute the candidate set 𝐹

within the time limit for these models. The reason may be that the

NFVS computed by iFVS-ABN is large (see Table 1) and the Boolean

functions are complex, leading to too many candidate states that

are unmanageable by the SAT-based approach for computing fixed

points of the reduced STG [17].

mtsNFVS. Our proposed method succeeded to finish the compu-

tation within the time limit for all the seven models. The running

time for each model (except SIPC) is very short (less than two min-

utes). In the SIPC model, the running time is longer because this

model has many minimal trap spaces and in most of them mtsNFVS

had to proceed Preprocessing SSF to get the optimal case (i.e., the

number of candidates in the minimal trap space is one). The IL-6

model has more minimal trap spaces but in all of them the number

of candidates is already one and mtsNFVS did not need to proceed

Preprocessing SSF. Hence, the running time of mtsNFVS for the

IL-6 model is much less than that for the SIPC model. In particular,

among the considered methods only mtsNFVS can fully analyze

the CELL CYCLE 2019 and SIPC models, the two most complex

ones. We note that the number of attractors computed by mtsNFVS

is identical to the number of minimal trap spaces for all the seven

models. One can argue that using PyBoolNet [23] is also enough for

these models. However, PyBoolNet cannot anticipate the case and

it always needs to verify the resulting approximations. Moreover,

even when the number of attractors equals the number of minimal

trap spaces, the result of PyBoolNet still may be incorrect due to

random walks [23]. The above experimental results confirm the

accuracy advantage of mtsNFVS as compared to PyBoolNet and

the time advantage of mtsNFVS as compared to iFVS-ABN (see the

last paragraph of Subsection 3.1).

Finally, we report several observations on the constituent tasks

of mtsNFVS. Regarding the computation of an NFVS, as compared

to iFVS-ABN, mtsNFVS computed smaller NFVSs in all the seven

models (see Table 1); leading to smaller candidate sets. This obser-

vation is evident for the usefulness of the algorithm [11] that we

use to compute an NFVS of the ABN (see Subsection 3.2). Regarding

the computation of the set of fixed points of the reduced STG and

the set of minimal trap spaces, mtsNFVS finished the computation

within very short time (less than one minute for all models except

SIPC). For the SIPC model, the computational time for computing

fixed points (resp. minimal trap spaces) is a bit longer (901.64s (resp.

238.05s)) because there are many fixed points (resp. minimal trap

spaces) as well as its Boolean functions are complex. This observa-

tion is evident for the usefulness of the ASP-based methods that we

use in mtsNFVS (see Subsections 3.3 and 3.2, respectively). Regard-

ing Preprocessing SSF, for all the seven models it always lead to the

best cases where mtsNFVS did not need to perform the reachability

analysis. In particular, the computational time of Preprocessing

SSF is very short (less than one minute for all models except SIPC).

For the SIPC model, the computational time for Preprocessing SSF

is a bit longer because the number of candidates is initially large

(|𝐹 | = 24800). For the IL-6 model, the number of candidates is larger
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(|𝐹 | = 32768). However, that number equals the number of minimal

trap spaces and mtsNFVS did not need to perform Preprocessing

SSF. Hence, the running time for the attractor computation of the IL-

6 model is much less than that of the SIPC model. This observation

is evident for the usefulness of Preprocessing SSF.

4.2 Experimental results on random models
We randomly generated a set of models by using Bool Net R pack-

age [29]. This set includes 𝑁 -𝐾 models [22] with network size

𝑛 ∈ {100, 150, 200, 250} and 𝐾 = 2 (i.e., each node has exactly 𝐾 = 2

input nodes). For each network size, 10 instances were generated

using the 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑅𝑎𝑛𝑑𝑜𝑚𝑁𝐾𝑁𝑒𝑡𝑤𝑜𝑟𝑘 function. In total, we have

40 random 𝑁 -𝐾 models. We then applied the compared methods

to these models and recorded the number of failures (i.e., failed to

obtain the result within three hours) of each method. Other settings

are the same as those in Subsection 4.1.

Table 3: Number of failures on 𝑁 -𝐾 models.

Method n = 100 n = 150 n = 200 n = 250

CABEAN 10 10 10 10

AEON 2 10 10 10

PyBoolNet 10 10 10 10

pystablemotifs 9 9 10 10

iFVS-ABN 1 6 9 10

mtsNFVS 0 0 0 0

Table 3 shows the experimental results on 𝑁 -𝐾 models. From

these results, we obtained several observations similar to those

obtained in Subsection 4.1. More specifically, CABEAN and PyBool-

Net failed to compute attractors within the time limit for all the

models. AEON and pystablemotif can handle only a few models

for 𝑛 = 100 and their numbers of failures rapidly approach 10 for

larger 𝑛. Although iFVS-ABN is better, its number of failures drasti-

cally increases. For 𝑛 = 200, iFVS-ABN can handle only one model,

which is consistent with the observation presented in [17]. In the

case of mtsNFVS, it can handle all the models. Furthermore, the

number of failures of mtsNFVS is always less than that of other

methods in each network size. We also reported that the running

time of mtsNFVS in each model is always less than 800 seconds.

These observations show that mtsNFVS completely outperforms

all the other methods and it can handle large-scale models.

5 CONCLUSION AND FUTUREWORK
In this paper, we have proposed the novel method mtsNFVS for

computing all the attractors of an ABN. mtsNFVS exploits the

advantages of the efficient method for computing minimal trap

spaces of the ABN and the NFVS-based approach of iFVS-ABN. In

principle, similar to iFVS-ABN, mtsNFVS also relies on NFVSs and

the reducing dynamics to get a candidate set of states, then filters

out this set to compute attractors of the ABN. However, by using

minimal trap spaces mtsNFVS can open a chance to reach easy

cases for the reachability analysis in the filtering process, which are

generally unable in iFVS-ABN. To make the chance effective, we

have then proposed several algorithmic improvements to several

common constituent tasks between mtsNFVS and iFVS-ABN. These

improvements along with the use of minimal trap spaces are key

factors for the efficiency of mtsNFVS.

We tested the method on large and complex real-world Boolean

models as well as randomly generated models. The experimental

results show that mtsNFVS completely outperforms the state-of-

the-art method CABEAN and other previously notable methods. In

particular, mtsNFVS can handle the two most complex models of

the real-world model set, whereas all other methods cannot. Since

the analysis for these models was usually performed by using their

reduced versions due to the performance limitations of the existing

tools, the efficiency of mtsNFVS pushes the barrier of what was

previously possible in the field of systems biology.

In the future, we plan to conduct a more comprehensive compar-

ison among the existing methods for attractor detection in ABNs

(i.e., CABEAN, AEON, PyBoolNet, pystablemotifs, iFVS-ABN, and

mtsNFVS). To do this, we shall need to run experiments on more

real-world models as well as randomly generated models of larger

size. Note that mtsNFVS uses PyBoolNet and several other tools as

subroutines. Since the time complexity of such tools is unclear, it

is difficult to analyze the time complexity of mtsNFVS. Hence, we

leave the analysis of theoretical and/or practical time complexity

as future work. In addition, the processes of mtsNFVS for the set

of minimal trap spaces seem potentially to be paralleled. Hence, we

plan to investigate deeply the parallelization capability of mtsNFVS.

Finally, proposing heuristics to help Preprocessing SSF converge

more quickly is also a potential improvement to mtsNFVS.
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