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#### Abstract

Boolean Networks (BNs) play a crucial role in modeling, analyzing, and controlling biological systems. One of the most important problems on BNs is to compute all the possible attractors of a BN. There are two popular types of BNs, Synchronous BNs (SBNs) and Asynchronous BNs (ABNs). Although ABNs are considered more suitable than SBNs in modeling real-world biological systems, their attractor computation is more challenging than that of SBNs. Several methods have been proposed for computing attractors of ABNs. However, none of them can robustly handle large and complex models. In this paper, we propose a novel method called mtsNFVS for exactly computing all the attractors of an ABN based on its minimal trap spaces, where a trap space is a subspace of state space that no path can leave. The main advantage of mtsNFVS lies in opening the chance to reach easy cases for the attractor computation. We then evaluate mtsNFVS on a set of large and complex real-world models with crucial biologically motivations as well as a set of randomly generated models. The experimental results show that mtsNFVS can easily handle large-scale models and it completely outperforms the state-of-the-art method CABEAN as well as other recently notable methods.
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## 1 INTRODUCTION

Boolean Networks (BNs) are simple but efficient mathematical formalism for modeling, analyzing, and controlling complex biological

[^0]systems (e.g., gene regulatory networks, signal transduction networks) [22, 39, 40]. Beyond systems biology, BNs have widely been applied to various other areas, such as, mathematics, neural networks, social modeling, robotics, and computer science (see, e.g., [14, 39, 49]). Besides a plenty of applications, BNs are also an interesting mathematical object that has recently attracted various work in both theoretical and computational aspects [39].
Attractor detection in BNs is difficult and interesting in theory but also has a plenty of applications in many areas [1]. In the landscape of dynamics of a dynamical system, we can distinguish between the transient and long-run dynamics. In BNs or other qualitative models, the long-run dynamics is referred to as attractors. An attractor of a BN is a set of states such that the BN cannot escape from this set once entered it. In the biological context, attractors of a BN are linked to phenotypes [22] or functional cellular states (e.g., proliferation, apoptosis, or differentiation) [19]. Hence, analysis of attractors could provide new insights into systems biology [3] (e.g., the origins of cancers [4], SARS-CoV-2 [31], HIV [32]), which play an important role in the development of new drugs [20]. Furthermore, attractor detection also gives a starting point for many control approaches for biological systems [7, 43]. To sum up, attractor detection is of great importance in analyzing and controlling biological systems modeled as BNs.

There are two main types of BNs usually used for modeling biological systems: Synchronous BNs (SBNs) [22] and Asynchronous BNs (ABNs) [45]. The updating scheme of SBNs is that all the nodes are updated simultaneously at each time step [12]. The updating scheme of ABNs is that only one node is randomly and uniformly selected to be updated at each time step [12]. In biology, the updating process of each gene may spend various time from fractions of a second to hours [38]. Moreover, the information on time scales of components is usually lacking [38]. Hence, ABNs are considered more suitable [38,45] for representing various time scales as well as dealing with the lack of knowledge on time scales. However, the dynamics of an ABN is generally more complex than that of its SBN counterpart, making the analysis of this ABN more challenging [12, 38].

Several methods have been proposed for computing attractors of ABNs, including symbolic-based methods [ $5,6,12,13,53$ ], structurebased methods [24, 36, 42, 51], decomposition-based methods [26, 44]. It is noted that there are also several methods [ $15,23,24,36,51$ ] for approximating attractors of ABNs. Obviously, they however cannot guarantee finding exactly all the attractors of an ABN . To our best knowledge, all the above-mentioned methods do not satisfactorily handle large and complex models, i.e., the ones that have
many nodes (e.g., hundreds of nodes and beyond) and many interactions among the nodes. The best state-of-the-art methods [26, 51] are not yet enable to robustly work with such ABN models.

Recently, an efficient method called iFVS-ABN [17] has been proposed for exactly computing all the attractors of an ABN. iFVSABN first computes a Negative Feedback Vertex Set (NFVS) of the interaction graph of the ABN that is a signed directed graph that expresses the effects (positive or negative) among the nodes. Based on the chosen NFVS, iFVS-ABN systematically removes arcs in the State Transition Graph (STG) of the ABN to get a candidate set of states. Then, iFVS-ABN uses the reachability analysis on the ABN to filter out this candidate set. Note that iFVS-ABN also uses a preprocessing step called Preprocessing SSF to reduce the number of times the reachability in ABNs is checked. The approach of iFVS-ABN seems to be very promising and its prototype implementation significantly outperforms the previous methods including genYsis [12], CABEAN [26], and FVS-ABN [46] (the predecessor of iFVS-ABN). However, the crucial issue of iFVS-ABN is that it still must perform the reachability analysis in most cases [17]. Since the reachability in ABNs is PSPACE-complete [9] and there is no reachability analysis method that is robustly efficient for large models [17], the issue may drastically reduce the efficiency of iFVS-ABN.

In this paper, we propose a novel method named mtsNFVS for exactly computing all the attractors of an ABN. The method exploits the advantages of the efficient method [23] for computing minimal trap spaces of the ABN and the NFVS-based approach of iFVS-ABN [17]. In principle, similar to iFVS-ABN, mtsNFVS also relies on NFVSs and the reducing dynamics to get a candidate set of states, then filters out this set to get a resulting set that exactly covers the set of attractors of the ABN. However, by using minimal trap spaces mtsNFVS can open a chance to reach easy cases for the reachability analysis in the filtering process, which are generally unable in iFVS-ABN. In addition, we then propose several algorithmic improvements to several common constituent tasks between mtsNFVS and iFVS-ABN, such as, the computation of the NFVS, the computation of the candidate set, and Preprocessing SSF. These algorithmic improvements are key factors for making the chance opened by mtsNFVS effective.

We then use a set of large and complex real-world models obtained from the literature in the field of systems biology and compare the prototype implementation of mtsNFVS to the state-of-theart method CABEAN $[26,43]$ as well as other recently notable methods including AEON [6], PyBoolNet [23, 24], pystablemotifs [35, 36], and iFVS-ABN [17]. The experimental results show that mtsNFVS completely outperforms all the other methods. In particular, mtsNFVS is the only method that can consistently handle the two most complex models of the benchmark set. Furthermore, we also conduct an experiment on randomly generated models and obtain the similar experimental conclusion.

The rest of this paper is organized as follows: Section 2 introduces the basic concepts including Boolean networks, attractors, interaction graphs, negative feedback vertex sets, and minimal trap spaces. Section 3 presents the details of the proposed method (i.e., mtsNFVS). Section 4 reports the experimental results for evaluating the efficiency of mtsNFVS. Finally, Section 5 concludes the paper and draws future work.

## 2 PRELIMINARIES

Let $\mathbb{N}$ denote the set of natural numbers. Denote by $\mathbb{N}^{+}$the set $\mathbb{N} \backslash\{0\}$ and by $\mathbb{N}_{\leq k}^{+}$the set $\left\{i \in \mathbb{N}^{+}: i \leq k\right\} . \mathbb{B}:=\{T \equiv 1, F \equiv 0\}$ denotes the Boolean domain. $|A|$ denotes the cardinality of a set $A$.

### 2.1 Boolean networks and their attractors

A Boolean Network (BN) [14] is defined as a pair $(V, F)$, where $V=\left\{x_{1}, \ldots, x_{n}\right\}\left(n \in \mathbb{N}^{+}\right)$is the set of nodes and $F=\left\{f_{1}, \ldots, f_{n}\right\}$ is the set of Boolean functions. The size of a BN is characterized by its number of nodes $n$. Each node $x_{i}$ is identified as a Boolean variable, and is associated with a Boolean function $f_{i}: \mathbb{B}^{\left|I N\left(f_{i}\right)\right|} \mapsto \mathbb{B}$, where IN $\left(f_{i}\right)$ is the set of input nodes of $f_{i}$. The number of edges of a BN is defined as $\sum_{i=1}^{n}\left|I N\left(f_{i}\right)\right|$. Then, the average connectivity of a BN is defined as the number of edges per node, i.e., $\frac{\sum_{i=1}^{n}\left|I N\left(f_{i}\right)\right|}{n}$.

Let $x_{i}(t) \in \mathbb{B}$ and $x(t)=\left(x_{1}(t), \ldots, x_{n}(t)\right) \in \mathbb{B}^{n}$ denote the state of node $x_{i}$ and the state of the BN at time $t$, respectively. At each time step, node $x_{i}$ can update its state by

$$
x_{i}(t+1)=f_{i}(x(t)) .
$$

For simplicity, we use the notation $f_{i}(x(t))$ even if $I N\left(f_{i}\right) \subset V$. An updating scheme of a BN specifies the way that the nodes of the BN update their states through time evolution [14]. Following the updating scheme, the BN transits from a state to another state (possibly identical). This transition is called the state transition.
An Asynchronous Boolean Network (ABN) [18] can be seen as the most popular BN model. The updating scheme of an ABN is fully asynchronous, i.e., at each time step, only one node is nondeterministically selected to be updated. The dynamics of an ABN can be captured by a State Transition Graph (STG) that is a directed graph in which each node corresponds to a state of the ABN and each arc corresponds to a state transition between two states (possibly identical). The STG of an ABN of size $n$ has $2^{n}$ nodes and up to $n \times 2^{n}$ arcs, making the analysis of the ABN more difficult [38].

Attractors are key dynamical behavior of a BN [38]. An attractor of a BN is defined as a set of states satisfying any state in this set can reach any state in this set and cannot reach any other state that is not in this set [26]. Then, we can classify two main types of attractors: singleton and cyclic attractors. A singleton attractor (or a fixed point) consists of only one state. A cyclic attractor consists of at least two states, and is formed by overlapping one or more cycles of states. It is worth noting that naive approaches for computing attractors of an ABN (e.g., explicitly building the STG) are intractable for large networks (e.g., $n \geq 20$ ) [8].

Example 1. We give a $B N \mathcal{N}=\{V, F\}$, where $V=\left\{x_{1}, x_{2}\right\}$ and $F=\left\{f_{1}, f_{2}\right\}$ with $f_{1}=\left(x_{1} \wedge x_{2}\right) \vee\left(\neg x_{1} \wedge \neg x_{2}\right), f_{2}=\left(x_{1} \wedge x_{2}\right) \vee$ $\left(\neg x_{1} \wedge \neg x_{2}\right)$. Herein, $\wedge, \vee$, and $\neg$ denote the conjunction, disjunction, and negation logical operators, respectively.

Let us consider the BN shown in Example 1. Figure 1a shows the STG of its ABN counterpart. As we can see, the ABN has one fixed point $(\{11\})$ and one cyclic attractor $(\{00,01,10\})$.

### 2.2 Interaction graphs

The interaction graph of a BN depicts the qualitative interactions between nodes and is usually represented as a signed directed


Figure 1: (a) STG of the ABN counterpart of the BN in Example 1. (b) Interaction graph of the BN in Example 1.
graph on the set of nodes (see Definition 2.1). Furthermore, the computation of the interaction graph of a BN is often fast [17, 34].

Definition $2.1([34])$. Let $\mathcal{N}=(V, F)$ be a BN, where $V=\left\{x_{1}, . ., x_{n}\right\}$ and $F=\left\{f_{1}, \ldots, f_{n}\right\}$. The interaction graph of $\mathcal{N}$ is the signed directed graph on $V$ defined by: for all $x_{i}, x_{j} \in V$, there exists a positive (resp. negative) arc from $x_{j}$ to $x_{i}$ if and only if there exists a state $x \in \mathbb{B}^{n}$ with $x_{j}=0$ such that $f_{i}(x)<f_{i}\left(\bar{x}^{j}\right)$ (resp. $f_{i}(x)>f_{i}\left(\bar{x}^{j}\right)$ ), where $\bar{x}^{j}$ denotes the state $y$ such that $y_{j}=1-x_{j}$ and $y_{k}=x_{k}$ for all $k \neq j$.

Let $I G$ be a signed directed graph. A positive (resp. negative) cycle of $I G$ is an elementary directed cycle that contains an even (resp. odd) number of negative arcs. The length of a cycle is the number of arcs it involves ${ }^{1}$. Then, a Feedback Vertex Set (FVS) of $I G$ is a set of vertices $U$ that intersects every cycle of $I G$. In other words, $I G$ becomes acyclic after removing the vertices in $U$ from IG. A Negative Feedback Vertex Set (NFVS) of IG is a set of vertices $U^{-}$that intersects every negative cycle of $I G$. In other words, $I G$ has no negative cycle after removing the vertices in $U^{-}$from it. Clearly, an FVS is also an NFVS. The problem of finding a minimum NFVS (resp. FVS) has been proved NP-complete [28] (resp. [21]).

As an example, we consider the $\mathrm{BN} \mathcal{N}$ shown in Example 1. Figure 1 b shows the interaction graph of $\mathcal{N}$. Arrows labeled with symbol "+" denote positive arcs, whereas arrows labeled with symbol "-" denote negative arcs. This interaction graph has two negative cycles of length $1\left(x_{1} \xrightarrow{-} x_{1}\right.$ and $\left.x_{2} \xrightarrow{-} x_{2}\right)$ and two negative cycles of length $2\left(x_{1} \xrightarrow{-} x_{2} \xrightarrow{+} x_{1}\right.$ and $\left.x_{2} \xrightarrow{-} x_{1} \xrightarrow{+} x_{2}\right)$. Then, it has one NFVS $\left\{x_{1}, x_{2}\right\}$, which is also the minimum one.

### 2.3 Minimal trap spaces

First, we prepare several notions as follows. Let $S_{\mathcal{A}}=\mathbb{B}^{n}$ denote the state space of an $\mathrm{ABN} \mathcal{A}$ that consists of all possible $2^{n}$ states. The forward image of a state $x$ with respect to node $x_{i} \in V$ (denoted by $F I_{i}^{\mathcal{H}}(x)$ ) is defined to be the state $y$ such that $x_{j}=y_{j}$ for all $j \in \mathbb{N}_{\leq n}^{+} \backslash\{i\}$ and $y_{i}=f_{i}(x)$. Generally, the forward image of a state set $A$ with respect to node $x_{i} \in V$ is defined as $F F_{i}^{\mathcal{P}}(A):=$ $\bigcup_{x \in A} F I_{i}^{\mathcal{A}}(x)$. Following the updating scheme of ABNs, $(x, y)$ is an arc of the STG of $\mathcal{A}$ if and only if there exists $i \in \mathbb{N}_{\leq n}^{+}$such that $y=F I_{i}^{\mathcal{A}}(x)$. We also use $x \xrightarrow{\mathcal{A}} y$ (or simply $x \rightarrow y$ whenever the context is clear) to denote this arc.

A non-empty set $T \subseteq S_{\mathcal{A}}$ is a trap set of the STG of $\mathcal{A}$ if and only if for every $x \in T$ and $y \in S_{\mathcal{A}}$ with $x \rightarrow y$ it holds that $y \in T$.

[^1]By this definition, an attractor of $\mathcal{A}$ is equivalent to an inclusionwise minimal trap set of its STG [23]. Consequently, every trap set contains at least one minimal trap set and therefore at least one attractor.

A subspace $m$ is defined as a mapping $m: V \mapsto \mathbb{B} \cup \star$. The set of fixed variables of $m$ (denoted by $D_{m}$ ) is defined by $D_{m}:=$ $\{v \mid v \in V, m(v) \neq \star\}$. The set of free variables of $m$ is simply $V \backslash D_{m}$. The set of associated states of $m$ is denoted by $S[m]:=\{s \in$ $\left.S_{\mathcal{A}} \mid \forall x_{i} \in D_{m}: s_{i}=m\left(x_{i}\right)\right\}$. Like a state, we denote a subspace by a sequence of $n$ values that correspond to the variables in the order given in $V$. For example, $m=\star \star 1$ means that $D_{m}=\left\{x_{3}\right\}$, $m\left(x_{3}\right)=1, m\left(x_{1}\right)=m\left(x_{2}\right)=\star$, and $m$ refers to the set of states $\{001,011,101,111\}$. Let $S_{\mathcal{A}}^{\star}$ denote the set of all possible subspaces. Note that $\left|S_{\mathcal{A}}^{\star}\right|=3^{n}$ and $S_{\mathcal{A}} \subset S_{\mathcal{A}}^{\star}[23]$.

A trap space is defined as a subspace that is also a trap set. Then, we define a partial order $<$ on $S_{\mathcal{A}}^{\star}$ as: $m<m^{\prime}$ if and only if $S[m] \subseteq$ $S\left[m^{\prime}\right]$ and $S[m] \neq S\left[m^{\prime}\right]$. Consequently, a trap space $m$ is minimal if and only if there is no trap space $m^{\prime} \in S_{\mathcal{A}}^{\star}$ such that $m^{\prime}<m$. For example, the ABN counterpart of the BN shown in Example 1 has all two trap spaces, $m_{1}=11$ and $m_{2}=\star \star$. Since $m_{1}<m_{2}, m_{1}$ is a minimal trap space of the ABN.

## 3 NEW METHOD

We here propose a new method named mtsNFVS for exactly computing all the attractors of an ABN. This method exploits the advantages of the minimal trap space computation method [23] and the approach of the NFVS-based method iFVS-ABN [17]. Hereafter, we shall present the main idea as well as several key constituent tasks in mtsNFVS.

### 3.1 Main idea

The main idea of mtsNFVS is similar to that of iFVS-ABN but using minimal trap spaces of the ABN to guide the attractor computation to some easy cases. Specifically, the general description of mtsNFVS is given in Algorithm 1. For convenience, we first introduce some new notations as follows:

- $I G(\mathcal{N})$ denotes the interaction graph of a BN $\mathcal{N}$;
- $G(\mathcal{N})$ denotes the STG of an BN $\mathcal{N}$;
- $F(G)$ denotes the set of fixed points of an STG $G$;
- $R_{U, B}(G)$ denotes the reduced STG obtained by systematically removing arcs from an STG $G$ with respect to a set $U=$ $\left\{x_{i_{1}}, \ldots, x_{i_{k}}\right\}$ of nodes and a set $B=\left\{b_{i_{1}}, \ldots, b_{i_{k}}\right\}$ of Boolean values such that $\operatorname{arc}\left(x, x^{\prime}\right)$ is removed from $G$ if and only if $\bigvee_{j=1}^{k}\left(x_{i_{j}} \leftrightarrow b_{i_{j}} \wedge x_{i_{j}}^{\prime} \leftrightarrow 1-b_{i_{j}}\right)$ holds;
- $S[M]=\bigcup_{m \in M} S[m]$ is the set of states represented by a set $M$ of minimal trap spaces;
- We say that a set $F$ of states covers a set $A$ of attractors if and only if $F$ intersects every attractor of $A$ (formally, $F \cap$ att $\neq \emptyset, \forall a t t \in A)$;
- We say that $F$ one-to-one covers the set $A$ of attractors if and only if $F$ covers $A$ and $|F|=|A|$.
We also briefly recall the description of Preprocessing SSF that was first introduced in [46]. Preprocessing SSF aims at shrinking the candidate set $F$. At each iteration, Preprocessing SSF randomly

```
Algorithm 1 mtsNFVS
Require: An \(\mathrm{ABN} \mathcal{A}\).
Ensure: A set \(A\) of states of \(\mathcal{A}\).
    Lines 1-7: Compute the set of minimal trap spaces and the
    candidate set of states
    Find an NFVS \(U^{-}=\left\{x_{i_{1}}, \ldots, x_{i_{k}}\right\}\) of \(\operatorname{IG}(\mathcal{A})\)
    Choose a set \(B^{-}=\left\{b_{i_{1}}, \ldots, b_{i_{k}}\right\}\) of Boolean values
    \(F \leftarrow F\left(R_{U^{-}, B^{-}}(G(\mathcal{A}))\right)\)
    \(M \leftarrow\) the set of minimal trap spaces of \(\mathcal{A}\)
    \(A \leftarrow \emptyset\)
    \(A_{i n} \leftarrow \emptyset\)
    \(A_{\text {out }} \leftarrow \emptyset\)
    - Lines 8-20: Compute attractors inside each minimal trap
    space
    for all \(m \in M\) do
        \(F_{m} \leftarrow S[m] \cap F\)
        \(F \leftarrow F \backslash F_{m}\)
        \(A_{m} \leftarrow \emptyset\)
        Perform Preprocessing SSF to shrink the set \(F_{m}\) if needed
        while \(F_{m} \neq \emptyset\) do
            Remove a state \(s\) from \(F_{m}\)
            if \(\operatorname{ABNReach}\left(\mathcal{A}, s, A_{m} \cup F_{m}\right)=\) false then
                    \(A_{m} \leftarrow A_{m} \cup\{s\}\)
                end if
        end while
        \(A_{\text {in }} \leftarrow A_{\text {in }} \cup A_{m}\)
    end for
    - Lines 21-29: Compute attractors outside the minimal trap
    spaces
    \(F \leftarrow F \backslash S[M]\)
    Perform Preprocessing SSF to shrink the set \(F\) if needed
    \(F \leftarrow F \backslash S[M]\)
    while \(F \neq \emptyset\) do
        Remove a state \(s\) from \(F\)
        if ABNReach \(\left(\mathcal{A}, s, S[M] \cup A_{\text {in }} \cup A_{\text {out }} \cup F\right)=\) false then
            \(A_{\text {out }} \leftarrow A_{\text {out }} \cup\{s\}\)
        end if
    end while
    - Lines 30-31: Return the set of states corresponding to all the
    inside and the outside attractors
    \(A \leftarrow A_{\text {in }} \cup A_{\text {out }}\)
    return \(A\)
```

chooses a node $x_{i}$, then updates $F$ by its forward image with respect to node $x_{i}$ (i.e., $F \leftarrow F I_{i}^{\mathcal{P}}(F)$ ). The number of iterations of Preprocessing SSF is specified by the parameter $I_{-} M A X$, which can be empirically set. It is important to note that in $[17,46] ~ I_{i}^{\mathcal{P}}(F)$ is computed based on the restricted transition system of $\mathcal{A}$ with respect to the set $F$ encoded as a BDD of $2 n$ variables $[12,16]$. Hence, the computation of $F I_{i}^{\mathcal{P}}(F)$ may be too long even intractable for large and complex networks.
mtsNFVS first computes an NFVS $U^{-}$of the ABN $\mathcal{A}$ (Line 1 of Algorithm 1) and arbitrarily chooses a set of Boolean values $B^{-}$ corresponding to the nodes in the NFVS (Line 2 of Algorithm 1). Based on $U^{-}$and $B^{-}$, mtsNFVS computes a candidate set of states
(Line 3 of Algorithm 1). This step is similar to that in iFVS-ABN. However, mtsNFVS calculates the set of minimal trap spaces of $\mathcal{A}$ instead of the set of fixed points of $\mathcal{A}$ (Line 4 of Algorithm 1). The computation of the NFVS $U^{-}$and the set of minimal trap spaces $M$ shall be discussed in detail in Section 3.2, whereas the computation of the candidate set shall be discussed in detail in Section 3.3.

Each minimal trap space contains at least one attractor of $\mathcal{A}$ and minimal trap spaces are mutually disjoint. Therefore, for each minimal trap space $m$, mtsNFVS gets a candidate set $F_{m}$ of states, and then obviously excludes $F_{m}$ from $F$ (Lines 9-10 of Algorithm 1). Since $F$ covers all the attractors of $\mathcal{A}$ (see Theorem 3.1), $F_{m}$ must cover all the attractors contained in minimal trap space $m$. If $F_{m}$ contains many states, mtsNFVS can use Preprocessing SSF to shrink it (Line 12 of Algorithm 1). Now, mtsNFVS performs the filtering process (as that in $[17,46]$ ) on the candidate set $F_{m}$ to get all the attractors contained in $m$ (Lines 13-18 of Algorithm 1). Herein, ABNReach is the efficiently exact algorithm proposed in [17] for checking the reachability in ABNs. The parameters of this algorithm include the considered $A B N$, the initial state, and the set of target states (e.g., $\mathcal{A}, s$, and $A_{m} \cup F_{m}$ in Line 15 of Algorithm 1, respectively). Note that in each minimal trap space $m$, Preprocessing SSF and the filtering process can be performed on the reduced ABN $\mathcal{A}^{\prime}$ instead of the original $\operatorname{ABN} \mathcal{A}$. $\mathcal{A}^{\prime}$ is obtained by fixing the fixed nodes of $m$ in $\mathcal{A}$, and then propagating the fixed values to the Boolean functions of the remaining nodes (see [23] for the reduction technique using minimal trap spaces). Since $\mathcal{A}^{\prime}$ is significantly smaller than $\mathcal{A}$ in most cases [23,36], the use of the reduction technique may (potentially) reduce significantly the computational burden for each minimal trap space.

Theorem 3.1 ( [17]). Let $\mathcal{N}$ be a $B N$ and $\mathcal{A}$ be its $A B N$ counterpart. Let $U^{-}$be an NFVS of $I G(\mathcal{N})$ and $B^{-}$be a set of Boolean values corresponding to the nodes of $U^{-}$. Let att be an attractor of $\mathcal{A}$. Then there exists a state $s$ such that $s \in$ att and $s$ is a fixed point of the reduced $\operatorname{STG}$ (i.e., $\left.R_{U^{-}, B^{-}}(G(\mathcal{A}))\right)$.

As mentioned in [23], there may be some attractors that are outside of any minimal trap space of $\mathcal{A}$. Hence, mtsNFVS needs to process the remaining part of $F$. If this part contains many states, mtsNFVS can use Preprocessing SSF to shrink it (Line 22 of Algorithm 1). Note that after Preprocessing SSF, F may contain some states in $S[M]$. Therefore, mtsNFVS needs to exclude these states from $F$ (Line 23 of Algorithm 1). mtsNFVS then performs the filtering process on the current candidate set $F$ (Lines 24-29 of Algorithm 1). There is a difference to the filtering process for each minimal trap space. When checking the reachability in $\mathcal{A}$, the target set can be expanded to $S[M] \cup A_{\text {in }} \cup A_{\text {out }} \cup F$ instead of only $A_{\text {in }} \cup A_{\text {out }} \cup F$ as in [17, 46] (Line 26 of Algorithm 1). The reason is that if a state $s$ reaches a state $s^{\prime} \in S[M]$ in the STG of $\mathcal{A}$, then $s$ must reach at least one attractor contained in $M$, consequently $s$ must reach a state in $A_{i n}$. This expansion may reduce the time for checking the reachability in $\mathcal{A}$ (especially in the case of reachable) because $S[M] \cup A_{\text {in }} \cup A_{\text {out }} \cup F$ may be potentially much larger than $A_{\text {in }} \cup A_{\text {out }} \cup F$. Finally, mtsNFVS returns the set $A$ of states that one-to-one covers the set of attractors of $\mathcal{A}$.

For illustration, we here show a running example for mtsNFVS. Let us consider the ABN counterpart $\mathcal{A}$ of the BN shown in Example 1. As shown in Figure 1a, $\mathcal{A}$ has one fixed point ( $\{11\}$ ) and
one cyclic attractor $(\{00,01,10\})$. The interaction graph of $\mathcal{A}$ has one NFVS (also the minimum one) $\left\{x_{1}, x_{2}\right\}$. Next, assume that mtsNFVS chooses $U^{-}=\left\{x_{1}, x_{2}\right\}$ and $B^{-}=\left\{b_{1}, b_{2}\right\}=\{0,0\}$. We then have $F\left(R_{U^{-}, B^{-}}(G(\mathcal{F}))\right)=\{00,11\}, M=\left\{m_{1}\right\}$ where $m_{1}=11$, $S[M]=S\left[m_{1}\right]=\{11\}$. For $m_{1}$, we get $F_{m}=\{11\}$. Since $F_{m}$ has only one state, we do not need to proceed Preprocessing SSF and simply add this state to the set $A_{m}$. After finishing Line 19 of Algorithm 1, we have $A_{\text {in }}=\{11\}$ and $F=\{00\}$. As we can see, the cyclic attractor $\{00,01,10\}$ is outside of any minimal trap space of $\mathcal{A}$ but it is still covered by $F$. The latter part of mtsNFVS (Lines 21-29 of Algorithm 1) guarantees to compute all the attractors of $\mathcal{A}$. Now, mtsNFVS performs the filtering process on $F$. Since 00 (i.e., $s$ ) does not reach $\{11\}$ (i.e., $\left.S[M] \cup A_{\text {in }} \cup A_{\text {out }} \cup F\right)$ in $G(\mathcal{A})$, mtsNFVS adds 00 to the set $A_{\text {out }}$. Finally, mtsNFVS returns $A=\{11,00\}$ where 11 corresponds to the fixed point $\{11\}$ and 00 corresponds to the cyclic attractor $\{00,01,10\}$.

Next, we show the correctness of mtsNFVS as in Theorem 3.2.
Theorem 3.2. Algorithm 1 exactly finds all attractors of an $A B N$.
Proof. After finishing Line 4 of Algorithm $1, F$ covers all the attractors of $\mathcal{A}(1)$ following Theorem 3.1. Hence, $F_{m}$ (also $A_{m} \cup F_{m}$ ) must cover all the attractors of $\mathcal{A}$ contained in minimal trap space $m$. By the fact that if a state is in an attractor, all its reachable states are also in this attractor, Preprocessing SSF and the filtering process always preserve the above property. Hence, $A_{m}$ finally one-to-one covers the set of all attractors of $\mathcal{A}$ contained in $m$. As a consequence, after finishing Line 20 of Algorithm 1, $A_{\text {in }}$ one-to-one covers all the attractors inside the minimal trap spaces of $\mathcal{A}(2)$.

A state in $S[m]$ always reach in $G(\mathcal{A})$ only the attractors inside minimal trap space $m$ of $\mathcal{A}$. As a consequence, every state in $S[M]$ always reaches in $G(\mathcal{A})$ the states in $A_{\text {in }}(3)$. After finishing Line 21 of Algorithm 1, $F\left(\right.$ also $\left.A_{\text {out }} \cup F\right)$ covers only all the attractors outside any minimal trap space of $\mathcal{A}$ because (1) and (3) holds. Clearly, after finishing Preprocessing SSF and Line 23 of Algorithm 1, this property is preserved. State $s$ reaches $A_{\text {in }} \cup A_{\text {out }} \cup F$ in $G(\mathcal{A})$ if and only if $s$ reaches $S[M] \cup A_{\text {in }} \cup A_{\text {out }} \cup F$ in $G(\mathcal{A})$ because (3) holds. Therefore, the filtering process also preserves the property. After finishing Line 29 of Algorithm 1, $A_{\text {out }}$ finally one-to-one covers all the attractors outside any minimal trap space of $\mathcal{A}$ (4).

From (2) and (4), we can conclude that the resulting set $A$ one-to-one covers the set of attractors of $\mathcal{A}$.

Finally, we discuss the advantages of mtsNFVS as compared to PyBoolNet (i.e., the method for approximating the attractors of an ABN [23,24]) and iFVS-ABN. First, PyBoolNet relies on only the set of minimal trap spaces of an ABN to get the set of approximations. For each minimal trap space, PyBoolNet uses random walks to get an approximation (a state) that is expected belonging to an attractor contained in the minimal trap space. However, there may be some attractors that are outside of any minimal trap space or one minimal trap space may contain more than one attractor. Hence, we have no chance to get such attractors with PyBoolNet. On the other hand, mtsNFVS always guarantees to compute all the attractors of the ABN (see Theorem 3.2). Second, iFVS-ABN always must perform the reachability analysis unless 1) the ABN has only fixed points and Preprocessing SSF makes the number of candidates equal 0 [17] or 2) the ABN has only one cyclic attractor and Preprocessing SSF
makes the number of candidates equal 1 [17]. Hence, iFVS-ABN has no chance to avoid the reachability analysis in most cases. On the other hand, mtsNFVS has a chance to avoid the reachability analysis if the number of attractors of the $A B N$ is equal to the number of minimal trap spaces of the ABN , which occurs in most cases [23, 35, 36]. In the case, if Preprocessing SSF in each minimal trap space (Line 12 of Algorithm 1) makes the number of candidates equal 1 and Preprocessing SSF in the remaining candidate part (Line 22 of Algorithm 1) makes the number of candidates equal 0 , then mtsNFVS does not need to check the reachability in ABNs. Furthermore, the expansion of the target set in mtsNFVS (Line 26 of Algorithm 1) may reduce the time for the reachability analysis in the case of reachable. However, to make the above advantages as compared to iFVS-ABN effective, we also need to propose algorithmic improvements to several common constituent tasks of mtsNFVS and iFVS-ABN such as Preprocessing SSF. We present the proposed algorithmic improvements in the following subsections.

### 3.2 Computing negative feedback vertex sets and minimal trap spaces

The first step of mtsNFVS is to find an NFVS $U^{-}$of the interaction graph of the ABN (Line 1 of Algorithm 1). We note that using a smaller NFVS would open a chance to get a smaller candidate set [17] and the problem of finding a minimum NFVS of a signed directed graph is NP-complete [21]. In [17], iFVS-ABN uses a simple greedy algorithm called findNFVS for finding an (not necessarily minimum) NFVS. The seed set used in this greedy algorithm is the FVS of the ABN obtained by applying the simple greedy algorithm by [46], which does not guarantee to return a minimum FVS, to the interaction graph. Clearly, using a smaller seed can open a chance to get a smaller NFVS. Hence, we here apply the algorithm by [11] for approximately computing an FVS of the interaction graph. We use an implementation of this algorithm that is publicly available at https://github.com/jgtz/FVS_python3. The usefulness of the updated algorithm for finding an (not necessarily minimum) NFVS shall be shown in our benchmarks presented in Section 4.

Regarding the computation of minimal trap spaces (Line 4 of Algorithm 1), we simply use the Answer Set Programming (ASP) based method by [23], which is integrated into PyBoolNet [24]. Note that, there may be other methods for computing minimal trap spaces of an ABN such as the Integer Linear Programming (ILP) based method by [23], which is also integrated into [24]. However, in [23] the ASP-based method has been shown more time-efficient than the ILP-based method.

### 3.3 Computing fixed points of the reduced state transition graph

Similar to iFVS-ABN [17], mtsNFVS also needs to compute the set of fixed points of the reduced STG with respect to a set of nodes $U^{-}$ and a set of Boolean values $B^{-}$(i.e., $F\left(R_{U^{-}, B^{-}}(G(\mathcal{A}))\right)$ as shown in Line 3 of Algorithm 1). In [17], $F\left(R_{U^{-}, B^{-}}(G(\mathcal{F}))\right)$ is computed by using Binary Decision Diagrams (BDDs) [48] or Satisfiability (SAT) solvers [10]. Both the techniques are inefficient for large networks especially the networks comprising complex Boolean functions [17, 46]. Hence, we need a more efficient method.

We first construct an ABN (denoted by $\mathcal{A}^{\text {red }}$ ) such that its set of fixed points is identical to $F\left(R_{U^{-}, B^{-}}(G(\mathcal{A}))\right)$ (see Theorem 3.3). $\mathcal{A}^{\text {red }}$ includes the set of nodes of $\mathcal{A}$ and its set of Boolean functions is given by:

$$
\left\{\begin{array}{l}
f_{i}^{r e d}=f_{i} \quad \text { if } x_{i} \notin U^{-} \\
f_{i}^{r e d}=\left[\left(x_{i} \leftrightarrow b_{i}\right) \wedge b_{i}\right] \vee\left[\neg\left(x_{i} \leftrightarrow b_{i}\right) \wedge f_{i}\right] \quad \text { if } x_{i} \in U^{-}
\end{array}\right.
$$

where $\leftrightarrow$ denotes the bi-implication logical operator.
Theorem 3.3. The set of fixed points of $\mathcal{A}^{\text {red }}$ is identical to the set of fixed points of the reduced $S T G$ of $\mathcal{A}$ with respect to $U^{-}$and $B^{-}$.

Proof. It is important to note that a state $x$ in $G(\mathcal{A})$ will become a fixed point of $R_{U^{-}, B^{-}}(G(\mathcal{A}))$ if and only if (1) $f_{i}(x)=x_{i}, \forall x_{i} \notin U^{-}$ and (2) $x_{i}=b_{i}$ or $x_{i}=1-b_{i} \wedge f_{i}(x)=x_{i}, \forall x_{i} \in U^{-}$[17].

Suppose that $x$ is a fixed point of $\mathcal{A}^{\text {red }}$. Then, $f_{i}(x)=f_{i}^{r e d}(x)=$ $x_{i}$ for $\forall x_{i} \notin U^{-}$. We consider the case that $x_{i} \in U^{-}$. If $x_{i}=b_{i}$, then $f_{i}^{r e d}=b_{i}=x_{i}$; leading there is no constraint on $f_{i}(x)$. If $x_{i}=1-b_{i}$, then $f_{i}(x)=f_{i}^{r e d}(x)=x_{i}$. Hence, $x$ is also a fixed point of $R_{U^{-}, B^{-}}(G(\mathcal{F}))$.

Suppose that $x$ is a fixed point of $R_{U^{-}, B^{-}}(G(\mathcal{A}))$. Then, $f_{i}^{r e d}(x)=$ $f_{i}(x)=x_{i}$ for $\forall x_{i} \notin U^{-}$. We consider the case that $x_{i} \in U^{-}$. If $x_{i}=1-b_{i}$, then $f_{i}(x)=x_{i}$; leading to $f_{i}^{r e d}(x)=f_{i}(x)=x_{i}$. If $x_{i}=b_{i}$, then there is no constraint on $f_{i}(x)$ but $f_{i}^{r e d}(x)=b_{i}=x_{i}$. Hence, $x$ is also a fixed point of $\mathcal{A}^{r e d}$.

From Theorem 3.3, we now can compute $F\left(R_{U^{-}, B^{-}}(G(\mathcal{A}))\right)$ by computing the set of fixed points of $\mathcal{A}^{\text {red }}$. The ASP-based method by [23] has been recognized very efficient for computing the set of fixed points of an $\operatorname{ABN}[23,24,35,36]$. Note that the ILP-based method by [2] and the algebraic-based method by [50] are also very efficient methods for this task; but they are designed specifically for special classes of BNs ( $N-K$ models with $K=2$ and AND-NOT models, respectively). Hence, we here use the ASP-based method for computing the set of fixed points of $\mathcal{A}^{\text {red }}$. Its usefulness shall be shown in our benchmarks presented in Section 4.

### 3.4 Improving Preprocessing SSF

Since the reachability in ABNs is PSPACE-complete in theory and may take extremely long time in practice, Preprocessing SSF usually sets $I_{-} M A X$ large enough with the expectation that the number of candidates for the filtering process is as small as possible. Accordingly, the time for Preprocessing SSF may become too long. To improve the efficiency of Preprocessing SSF (consequently, the efficiency of mtsNFVS), we propose two algorithmic enhancements for Preprocessing SSF in mtsNFVS as follows.

First, we propose a new way for computing $F I_{i}^{\mathcal{A}}(F)$. Instead of using the restricted transition system, mtsNFVS computes the forward image of each state $x$ in $F . F I_{i}^{\mathcal{A}}(x)$ is easily computed by only changing the value of node $x_{i}$ to $f_{i}(x)$. Clearly, the number of forward images needed to be computed at each iteration of Preprocessing SSF is $|F|$. Hence, the new way is simple but maybe very efficient because $|F|$ drastically decreases in most cases [17, 46]. Note that the new way can apply to both Preprocessing SSF in each minimal trap space and Preprocessing SSF in the remaining candidate part (see Subsection 3.1).

Second, for Preprocessing SSF in the remaining candidate part, we try to early exclude from $F$ some states that cannot belong to an attractor outside the minimal trap spaces of the ABN. The set of states referred by the minimal trap spaces (i.e., $S[M]$ ) usually contains much more states than $F$. Therefore, it is likely possible that several states of $F$ will be covered by $S[M]$ after only a small number of iterations. Since a state in $S[M]$ cannot reach an outside attractor, we can early exclude the states in $S[M]$ from $F$. Specifically, we divide Preprocessing SSF into many spans. Each span includes a given number of iterations (i.e., the length of a span). When finishing each span, we simply perform $F \leftarrow F \backslash S[M]$. For simplicity, we set the same length (empirically $n$ ) for all spans.

Both the proposed enhancements may reduce the computational time of Preprocessing SSF. In particular, they allow us to set $I_{-} M A X$ much larger (empirically $20000 \times n$ ), thus likely to get a smaller candidate set even to early encounter the best cases (i.e., $|F|=1$ for Preprocessing SSF in each minimal trap space and $|F|=0$ for Preprocessing SSF in the remaining candidate part). The usefulness of the two enhancements shall be justified by our benchmarks presented in Section 4.

## 4 EVALUATION

To evaluate the effectiveness of the proposed method mtsNFVS, we conducted experiments on both real-world biological models and randomly generated models. We compared mtsNFVS ${ }^{2}$ with five previously notable methods including CABEAN [26, 43], AEON [6], PyBoolNet [23, 24], pystablemotifs [35, 36], and iFVS-ABN [17]. To the best of our knowledge, all these previous methods are the most recent and advanced tools targeting the detection of nontrivial attractors in ABNs. Moreover, there has been no complete comparison among them.

### 4.1 Experimental results on real-world models

We selected seven real-world models, which are large and complex (i.e., high average connectivity), from the literature. We here give a brief description of the models. The structure information of the models can be found in Table 1.

- The T-LGL network models the T cell large granular lymphocyte (T-LGL) survival signaling network that features a clonal expansion of antigen-primed, competent, and cytotoxic T lymphocytes [52].
- The CACC model describes the development of colitis associated colon cancer by integrating the extracellular microenvironment and intracellular signalling pathways, helping to obtain a more systematic understanding of inflammationassociated tumourigenesis as well as to identify novel therapeutic approaches [25].
- The AD model is a relevant mathematical model of the neuronal molecular regulatory network for Alzheimer's disease, with the goal of enabling researchers to gain a better mechanistic understanding of Alzheimer's disease pathological dynamics at a molecular-regulation level and systematically investigate candidate molecular targets for their ability to alter the levels of pathogenic proteins [33].

[^2]- The IL-6 model is a comprehensive large-scale network model whose analysis helps to uncover general topological features and to make testable predictions on the stimulus-response behaviour of the IL-6 signalling network, which is crucially involved in the regulation of a multitude of physiological processes, in particular coordinating the immune response upon bacterial infection and tissue injury [37].
- The CELL CYCLE 2019 network, a Boolean model of model growth factor signaling, can reproduce PI3K oscillations and link them to cell cycle progression and apoptosis; thus is an important starting point for the predictive modeling of cell fate decisions that include AKT1-driven senescence, as well as the non-intuitive effects of drugs that interfere with mitosis [41].
- The SIPC model considers the major signalling pathways known to be deregulated, helping to better understand the mechanisms of tumorigenesis and possible treatment responses for prostate cancer, the second most occurring cancer in men worldwide [27].
- The CASCADE 3.0 model is the most recent Boolean model of cancer cell lines, which demonstrates the potential of logical modeling for the prediction of drug synergies [47].

Note that six of the seven models contain source nodes, which are usually fixed to either 0 or 1 in most previous Boolean network analysis [26]. As targeting more comprehensive analysis of the realworld models, we considered all possible values of a source node. In addition, CABEAN requires applying a network reduction technique to the input model. This reduction technique fully conserves the attractors of an ABN [30]. To ensure the fairness of the evaluation, we also applied this reduction technique to all the real-world models before running them on the compared methods. Then, we ran all the benchmarks on a virtual machine whose environment is CPU: Intel(R) Core(TM) i7-3630QM $2.40 \mathrm{GHz} \times 4$, Memory: 8 GB , Ubuntu 18.04.2 64 bit. The time limit for each model is 10 hours.

Table 2 shows the experimental results on real-world models. Each model (except CELL CYCLE 2019) has at least one cyclic attractor, which indicates that its attraction detection does not fall to the trivial case. In general, mtsNFVS completely outperforms all the other methods. More specifically, we analyze the obtained results of each method as follows.

PyBoolNet. In all the seven models, PyBoolNet failed to compute attractors within the time limit. For each model, PyBoolNet quickly computed the approximations, but took long time for checking the correctness of the approximations via model checking. This observation is consistent with that shown in [23].

CABEAN. In all the seven models, CABEAN failed to finish the computation. We observed that in six models (except the CELL CYCLE 2019 model), CABEAN terminated before exceeding the time limit and the segmentation fault error was printed. Anyway, we also reported the time when CABEAN terminated for each model (see Table 2). Even in three models (T-LGL, CACC, CASCADE 3.0), that number is quite large. The reason for this may be that the realworld models have not only many nodes but also complex structures (see Table 1). Especially, the decomposition approach of CABEAN heavily relies on SCCs of the interaction graph, whereas the largest SCC size of each model is large. In this case, the decomposition of

CABEAN may not reduce the complexity of the model enough to continue with its attractor search; leading to the termination before exceeding the time limit. This observation is consistent with that presented in [6].

AEON. This method failed to compute attractors within the time limit for the three models (SPIC, CELL CYCLE 2019, and CASCADE 3.0). It is apparent because SPIC and CASCADE 3.0 are here the two largest models with very complex structures, CELL CYCLE 2019 is here the most complex model, whereas AEON generally relies on traversing the STG although it uses some heuristics to speed up the traversal. In the four remaining models, AEON succeeded to finish the computation in reasonable time. As compared to PyBoolNet and CABEAN, AEON is more efficient. This observation is consistent with the comparison between AEON and CABEAN [6], which shows that AEON robustly outperforms CABEAN.
pystablemotifs. We first note that this method computes exact fixed points and quasi-attractors, which correspond to but may not be identical to cyclic attractors of an ABN . In some cases, it may return only a lower bound and an upper bound for the number of attractors or it may not verify completely the attractor's existence due to computational limits [36]. In the latter case, pystablemotifs manages its reactions to computation limits through the parameter simsize ${ }^{3}$. In the four models (IL-6, CELL CYCLE 2019, SIPC, and CASCADE 3.0), pystablemotifs failed to finish the computation within the time limit. For the CELL CYCLE 2019, SIPC, and CASCADE 3.0 models, the reason may be that the numbers of directed cycles in the parity-expanded networks are computationally intractable. Indeed, these three models have many nodes as well the largest SCCs of large size (see Table 1). For the IL-6 model, the reason may be that it has many source nodes, which is one of the inefficient cases of pystablemotifs [36]. For the two models (T-LGL and AD ), pystablemotifs returned only intervals for the numbers of attractors ([318-336] and [2-3], respectively). We tried to increase simsize to 100 hoping to obtain more precise results; however, pystablemotifs obtained the run-time error after 2061.53 s and 3271.44 s , respectively. The observation on the T-LGL model is consistent with that shown in [35]. For the CACC model, pystablemotifs returned the exact number of attractors but all the cyclic attractors computed by pystablemotifs and AEON are not the same. Specifically, pystablemotifs returned two quasi-attractors of size 8 , two quasi-attractors of size 128, two quasi-attractors of size 32786, and two quasi-attractors of size 262144; whereas, AEON returned two attractors of size 6 , two attractors of size 96 , two attractors of size 10240, and two attractors of size 61440 . To sum up, pystablemotifs is unable to fully analyze any model.
iFVS-ABN. In the five models (T-LGL, CACC, AD, IL-6, and CASCADE 3.0), iFVS-ABN succeeded to finish the computation in reasonable time. The running time of $\mathrm{iFVS}-\mathrm{ABN}$ is comparable to that of AEON for the T-LGL, CACC, AD, and IL-6 models. In particular, iFVS-ABN only took 969.20 s for computing all the attractors of the CASCADE 3.0 model, whereas all CABEAN, AEON, PyBoolNet, and pystablemotifs failed. Like these methods, iFVS-ABN also failed to finish the computation within the time limit for the CELL CYCLE 2019 and SIPC models, the two most complex ones. We

[^3]Table 1: Structure information of the real-world models. Columns 2-6 denote the number of nodes, the number of edges, the average connectivity, the number of source nodes, and the size of the largest SCC of each model, respectively. Columns 7-8 denote the sizes of the NFVSs computed by iFVS-ABN and mtsNFVS for each model, respectively.

|  |  |  |  |  | smallest NFVS size |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Model | \# nodes | \# edges | avg. con. | \# source nodes | largest SCC size | iFVS-ABN | mtsNFVS |
| T-LGL | 61 | 193 | 3.16 | 7 | 43 | 20 | 13 |
| CACC | 70 | 153 | 2.19 | 1 | 65 | 13 | 10 |
| AD | 77 | 206 | 2.68 | 1 | 72 | 16 | 11 |
| IL-6 | 86 | 164 | 1.91 | 15 | 38 | 10 | 4 |
| CELL CYCLE 2019 | 87 | 375 | 4.31 | 1 | 57 | 32 | 26 |
| SIPC | 133 | 449 | 3.38 | 11 | 100 | 29 | 13 |
| CASCADE 3.0 | 183 | 603 | 3.30 | 0 | 176 | 27 | 19 |

Table 2: Timing comparisons among attractor detection methods on the selected real-world models. Columns 2-3 denote the numbers of fixed points and cyclic attractors of each model, respectively. The computational time is in seconds. "N/A" denotes a run-time error; in this case, the number inside the parentheses shows the time when encountering the error. "DNF" means that the method did not finish the attractor computation within $\mathbf{1 0}$ hours.

| Model | \# fixed points | \# cyclic | CABEAN | AEON | PyBoolNet | pystablemotifs | iFVS-ABN | mtsNFVS |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| T-LGL | 172 | 146 | N/A $(2176.55)$ | 80.93 | DNF | 2267.40 | 547.17 |  |
| CACC | 2 | 8 | N/A $(21264.55)$ | 469.38 | DNF | 16459.35 | 2898.34 |  |
| AD | 0 | 2 | N/A $(41.00)$ | 5646.10 | DNF | 6.16 |  |  |
| IL-6 | 28762 | 4096 | N/A (19.68) | 3625.36 | DNF | 1.96 |  |  |
| CELL CYCLE 2019 | 8 | 0 | DNF | DNF | DNF | DNF | 2881.75 | 82.68 |
| SIPC | 640 | 2120 | N/A (399.19) | DNF | DNF | DNF | DNF | 80.48 |
| CASCADE 3.0 | 0 | 1 | N/A (5039.31) | DNF | DNF | DNF | DNF | 1768.35 |

observed that iFVS-ABN even failed to compute the candidate set $F$ within the time limit for these models. The reason may be that the NFVS computed by iFVS-ABN is large (see Table 1) and the Boolean functions are complex, leading to too many candidate states that are unmanageable by the SAT-based approach for computing fixed points of the reduced STG [17].
mtsNFVS. Our proposed method succeeded to finish the computation within the time limit for all the seven models. The running time for each model (except SIPC) is very short (less than two minutes). In the SIPC model, the running time is longer because this model has many minimal trap spaces and in most of them mtsNFVS had to proceed Preprocessing SSF to get the optimal case (i.e., the number of candidates in the minimal trap space is one). The IL-6 model has more minimal trap spaces but in all of them the number of candidates is already one and mtsNFVS did not need to proceed Preprocessing SSF. Hence, the running time of mtsNFVS for the IL-6 model is much less than that for the SIPC model. In particular, among the considered methods only mtsNFVS can fully analyze the CELL CYCLE 2019 and SIPC models, the two most complex ones. We note that the number of attractors computed by mtsNFVS is identical to the number of minimal trap spaces for all the seven models. One can argue that using PyBoolNet [23] is also enough for these models. However, PyBoolNet cannot anticipate the case and it always needs to verify the resulting approximations. Moreover, even when the number of attractors equals the number of minimal trap spaces, the result of PyBoolNet still may be incorrect due to
random walks [23]. The above experimental results confirm the accuracy advantage of mtsNFVS as compared to PyBoolNet and the time advantage of mtsNFVS as compared to iFVS-ABN (see the last paragraph of Subsection 3.1).
Finally, we report several observations on the constituent tasks of mtsNFVS. Regarding the computation of an NFVS, as compared to iFVS-ABN, mtsNFVS computed smaller NFVSs in all the seven models (see Table 1); leading to smaller candidate sets. This observation is evident for the usefulness of the algorithm [11] that we use to compute an NFVS of the ABN (see Subsection 3.2). Regarding the computation of the set of fixed points of the reduced STG and the set of minimal trap spaces, mtsNFVS finished the computation within very short time (less than one minute for all models except SIPC). For the SIPC model, the computational time for computing fixed points (resp. minimal trap spaces) is a bit longer ( 901.64 s (resp. $238.05 s$ s) because there are many fixed points (resp. minimal trap spaces) as well as its Boolean functions are complex. This observation is evident for the usefulness of the ASP-based methods that we use in mtsNFVS (see Subsections 3.3 and 3.2, respectively). Regarding Preprocessing SSF, for all the seven models it always lead to the best cases where mtsNFVS did not need to perform the reachability analysis. In particular, the computational time of Preprocessing SSF is very short (less than one minute for all models except SIPC). For the SIPC model, the computational time for Preprocessing SSF is a bit longer because the number of candidates is initially large $(|F|=24800)$. For the IL-6 model, the number of candidates is larger
$(|F|=32768)$. However, that number equals the number of minimal trap spaces and mtsNFVS did not need to perform Preprocessing SSF. Hence, the running time for the attractor computation of the IL6 model is much less than that of the SIPC model. This observation is evident for the usefulness of Preprocessing SSF.

### 4.2 Experimental results on random models

We randomly generated a set of models by using Bool Net R package [29]. This set includes $N$ - $K$ models [22] with network size $n \in\{100,150,200,250\}$ and $K=2$ (i.e., each node has exactly $K=2$ input nodes). For each network size, 10 instances were generated using the generateRandomNKNetwork function. In total, we have 40 random $N-K$ models. We then applied the compared methods to these models and recorded the number of failures (i.e., failed to obtain the result within three hours) of each method. Other settings are the same as those in Subsection 4.1.

Table 3: Number of failures on $N-K$ models.

| Method | $\mathrm{n}=100$ | $\mathrm{n}=150$ | $\mathrm{n}=200$ | $\mathrm{n}=250$ |
| :---: | ---: | ---: | ---: | ---: |
| CABEAN | 10 | 10 | 10 | 10 |
| AEON | 2 | 10 | 10 | 10 |
| PyBoolNet | 10 | 10 | 10 | 10 |
| pystablemotifs | 9 | 9 | 10 | 10 |
| iFVS-ABN | 1 | 6 | 9 | 10 |
| mtsNFVS | 0 | 0 | 0 | 0 |

Table 3 shows the experimental results on $N-K$ models. From these results, we obtained several observations similar to those obtained in Subsection 4.1. More specifically, CABEAN and PyBoolNet failed to compute attractors within the time limit for all the models. AEON and pystablemotif can handle only a few models for $n=100$ and their numbers of failures rapidly approach 10 for larger $n$. Although iFVS-ABN is better, its number of failures drastically increases. For $n=200$, iFVS-ABN can handle only one model, which is consistent with the observation presented in [17]. In the case of mtsNFVS, it can handle all the models. Furthermore, the number of failures of mtsNFVS is always less than that of other methods in each network size. We also reported that the running time of mtsNFVS in each model is always less than 800 seconds. These observations show that mtsNFVS completely outperforms all the other methods and it can handle large-scale models.

## 5 CONCLUSION AND FUTURE WORK

In this paper, we have proposed the novel method mtsNFVS for computing all the attractors of an ABN. mtsNFVS exploits the advantages of the efficient method for computing minimal trap spaces of the ABN and the NFVS-based approach of iFVS-ABN. In principle, similar to iFVS-ABN, mtsNFVS also relies on NFVSs and the reducing dynamics to get a candidate set of states, then filters out this set to compute attractors of the ABN. However, by using minimal trap spaces mtsNFVS can open a chance to reach easy cases for the reachability analysis in the filtering process, which are generally unable in iFVS-ABN. To make the chance effective, we have then proposed several algorithmic improvements to several
common constituent tasks between mtsNFVS and iFVS-ABN. These improvements along with the use of minimal trap spaces are key factors for the efficiency of mtsNFVS.

We tested the method on large and complex real-world Boolean models as well as randomly generated models. The experimental results show that mtsNFVS completely outperforms the state-of-the-art method CABEAN and other previously notable methods. In particular, mtsNFVS can handle the two most complex models of the real-world model set, whereas all other methods cannot. Since the analysis for these models was usually performed by using their reduced versions due to the performance limitations of the existing tools, the efficiency of mtsNFVS pushes the barrier of what was previously possible in the field of systems biology.

In the future, we plan to conduct a more comprehensive comparison among the existing methods for attractor detection in ABNs (i.e., CABEAN, AEON, PyBoolNet, pystablemotifs, iFVS-ABN, and mtsNFVS). To do this, we shall need to run experiments on more real-world models as well as randomly generated models of larger size. Note that mtsNFVS uses PyBoolNet and several other tools as subroutines. Since the time complexity of such tools is unclear, it is difficult to analyze the time complexity of mtsNFVS. Hence, we leave the analysis of theoretical and/or practical time complexity as future work. In addition, the processes of mtsNFVS for the set of minimal trap spaces seem potentially to be paralleled. Hence, we plan to investigate deeply the parallelization capability of mtsNFVS. Finally, proposing heuristics to help Preprocessing SSF converge more quickly is also a potential improvement to mtsNFVS.
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