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Abstract

Boolean Networks (BNs) are simple but efficient mathematical formalism for model-
ing and analyzing complex biological systems, such as, gene regulatory networks, signal
transduction networks. Beyond systems biology, BNs have widely been applied to var-
ious other areas, such as, mathematics, neural networks, social modeling, robotics, and
computer science. Besides a plenty of applications, BNs are also interesting mathematical
objects that have recently attracted various work in theory. Attractor detection and opti-
mal control of BNs are two crucial but challenging issues of research on BNs. They have
also become hot topics in many research communities. However, the existing theories and
methods for these issues mainly focus on synchronous types of BNs and few ones focus
on asynchronous types of BNs. Moreover, the existing methods are inefficient when the
size of the network becomes large or the structure of the network becomes more complex.
Hence, we focus in this dissertation on developing theories as well as efficient methods for
attractor detection and optimal control of different types of BNs.

In theoretical aspects, we explore a number of new theoretical results that contribute
to understanding the dynamics of BNs. First, we discover several relations in dynamics
between different types of BNs. In addition, we also obtain several relations in dynamics
between BNs and other conventional models. In particular, we demonstrate that these
findings pave the potential ways to analyze different types of BNs as well as many other
conventional models. Second, we discover several relations between the dynamics of a BN
and its network structures. More specifically, we formally state and prove several relations
between the dynamics of a BN and a feedback vertex set of its interaction graph. Notably,
these relations do not depend on the updating scheme of the BN. Furthermore, we also
state and prove a theorem on relations between the dynamics of an asynchronous Boolean
network and a negative feedback vertex set of its interaction graph. Finally, we introduce
several complexity analysis on three meaningful optimal control problems of deterministic
asynchronous probabilistic Boolean networks.

In practical aspects, we develop several algorithms and methods for attractor detection
and optimal control of different typical types of BNs. These algorithms and methods are
mainly based on the new theoretical results obtained along with the reasonable use of
formal techniques. We implement software tools for all the proposed algorithms and
methods as well as conduct experiments to evaluate their performance. The experimental
results on various classes of networks show that our algorithms and methods outperform
the corresponding state-of-the-art ones and can handle large-scale networks. In particular,
our method for finding attractors of an asynchronous Boolean network can handle very
large networks with up to 1000 nodes in term of randomly generated networks and more
than 300 nodes in terms of real biological networks. Notably, the principle that we propose
in our algorithms and methods is general, thus enabling us to apply it to many types of
BNs as well as paving potential ways to improve these algorithms and methods.

Keywords: Boolean networks, gene regulatory networks, attractor detection, optimal
control, formal methods.
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Chapter 1

Introduction

1.1 Motivation

Boolean Networks (BNs) are simple but efficient mathematical formalism for modeling and
analyzing complex biological systems (e.g., gene regulatory networks, signal transduction
networks) [1, 2, 3]. A BN includes n nodes; each node can receive either 0 or 1, and
can be associated with one Boolean function. Probabilistic Boolean Networks (PBNs)
are a stochastic extension of BNs where each node can be associated with one or more
Boolean functions, and each Boolean function has a probability for selection [4]. Beyond
systems biology, BNs and PBNs have widely been applied to various other areas, such as,
mathematics, neural networks, social modeling, robotics, and computer science (see, e.g.,
[5, 6, 7]). Besides a plenty of applications, BNs or PBNs are also interesting mathematical
objects that have recently attracted various work in theory [6].

The updating scheme of a BN specifies the way that the nodes of this BN update
their states through time evolution [5]. There are two major classes of updating schemes:
synchronous [8] (all the nodes are updated simultaneously at each time step) and asyn-
chronous [9] (not all the nodes are updated simultaneously at each time step). The asyn-
chronous updating class is divided into several sub-classes. Three popular ones among
them are fully asynchronous [9, 10], generalized asynchronous [11, 12], and determinis-
tic asynchronous [9, 13]. According to these classes of updating schemes, we have four
typical types of BNs: Synchronous Boolean Networks (SBNs) [8], Asynchronous Boolean
Networks (ABNs) [10], Generalized Asynchronous Boolean Networks (GABNs) [14], and
Deterministic Generalized Asynchronous Boolean Networks (DGABNs) [13], respectively.
Similar to BNs, different updating classes can also be employed for PBNs. A Synchronous
Probabilistic Boolean Network (SPBN) [4] that employs the synchronous updating class
is the most popular PBN variant. When the information about the time scales of com-
ponents is available, a Deterministic Asynchronous Probabilistic Boolean Network (DA-
PBN) [15, 16] is considered more useful. These typical types of BNs and PBNs have been
widely studied as well as found various applications [6, 17, 18, 19, 20].

Attractor detection and optimal control of BNs are difficult and interesting in the-
ory but also have a plenty of applications in many areas [21]. First, in the landscape of
dynamics of a dynamical system, we can distinguish between the transient and long-run
dynamics. In BNs or other qualitative models, the long-run dynamics is referred to as
attractors. An attractor of a BN is a set of states such that the BN cannot escape from
this set once entered it. In the biological context, attractors of a BN are linked to pheno-
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1.1. MOTIVATION

types [22] or functional cellular states (e.g., proliferation, apoptosis, or differentiation) [23].
Thus, analysis of attractors could provide new insights into systems biology [24] (e.g., the
origins of cancers [25, 26, 27], SARS-CoV-2 [28, 29, 30], HIV [31]). Furthermore, attrac-
tors also play an important role in the development of new drugs [32, 33, 34]. Therefore,
attractor detection is of great importance in analyzing biological systems modeled as BNs.
In addition, attractors of BNs were also used to study various other systems, such as, mul-
tivariate systems [35], complex systems [36]. Second, optimal control of BNs is defined as
the design of intervention strategies (control policies) to beneficially alter the dynamics
of the considered system [16, 21]. For example, in the BN model of a Gene Regulatory
Network (GRN), it is possible to control one or more genes such that the BN moves out of
undesirable states (e.g., disease or cancerous states) and moves into desirable ones (e.g.,
healthy or normal states). Since BNs are logical dynamical and highly non-linear systems,
control of BNs has become a hot topic in the control community [21, 37]. It has been
found in various applications in many areas, such as, systems biology [38, 39, 40, 41], fault
detection of logic circuits [42], industry [20]. Note that attractor detection also gives a
starting point for many control approaches for biological systems [39, 40].

For attractor detection, many methods and tools [43, 44, 45, 46, 47, 48, 49, 50] have
been proposed in the efforts to efficiently solve this problem. However, they are mainly
designed for SBNs, the simplest type of BNs. Few methods and tools [43, 45, 49] have been
proposed for ABNs, the more complex type of BNs but considered more suitable than
SBNs in modeling biological systems [9, 51]. Whereas the SAT-based methods [44, 48] for
attractor detection in SBNs are efficient and can handle very large networks, the presence
of complex attractors in an ABN makes these SAT-based methods hard to extend to
those for ABNs [49]. Moreover, the previous methods for attractor detection in ABNs,
such as, the BDD-based methods [43], the decomposition-based methods [49], are unable
to robustly handle large networks (e.g., networks with more than 100 nodes). Several
efficient approximation methods [52, 53, 54] have also been proposed; however, their
results may be of course not exact. In addition, there are the lacks of practical methods
for other more complex types of BNs such as GABNs and DGABNs.

For optimal control, many methods and tools have been proposed in recent years.
However, they are mainly designed for SBNs [55, 56], ABNs [57, 58, 59, 60, 61, 62, 63],
or especially SPBNs [64, 65, 66, 67, 68, 69, 70, 71, 72, 73, 74]. There are the lacks of
practical methods for more complex types of BNs and PBNs such as DGABNs and DA-
PBNs, respectively. Note that DGABNs offer an interesting compromise between SBNs
and ABNs, which could provide a suitable modeling formalism of various types of systems
especially when the information about the time scales is known [75]; whereas, DA-PBNs
are a generalization of both DGABNs and SPBNs [15]. Very few methods [76, 77] have
also been proposed for optimal control of DGABNs or DA-PBNs; however, they are
impractical due to they require to compute transition probability matrices of exponential
size with respect to the number of nodes. Moreover, although some of the proposed
methods for optimal control of SPBNs can avoid computing transition probability matrices
of exponential size [68, 69, 72], they are still needed to improve due to their applicable
ranges are still limited to medium problem instances [21].

Motivated by the aforementioned facts, in this dissertation, we aim to develop theories
as well as efficient methods for attractor detection and optimal control of different types
of BNs. A natural question is that why we need to consider different types of BNs? First,
each type of BNs has its part in real life and can be suitable for modeling a specific type

2



1.2. CONTRIBUTIONS

of systems; the choice among them in a specific circumstance depends on the available
data and application [77]. Second, relations in dynamics between different types of BNs
can be exploited to efficiently analyze BNs. For example, attractors of an SBN can be
used to efficiently find attractors of its ABN counterpart [43]. Finally, this consideration
may provide new theoretical insights to the theory of BNs [78].

1.2 Contributions

We consider in this dissertation the attractor detection and optimal control issues of
Boolean networks. We give a brief overview of the key contributions of this dissertation
as follows.

In theory, we obtain a number of new theoretical results that contribute to the under-
standing of the dynamics of BNs. First, we discover several relations in dynamics between
different types of BNs. More specifically, we formally state and prove several relations
between the dynamics of a GABN and that of its SBN (or ABN) counterpart (Chap-
ter 3). In addition, we also obtain several relations in dynamics between DGABNs and
other conventional models including deterministic asynchronous models [9, 79, 80], block-
sequential Boolean networks [81, 82], generalized asynchronous Boolean networks [14],
and mixed-context Boolean networks [13] (Chapter 5). In particular, we demonstrate
that these findings pave the potential ways to analyze different types of BNs as well as
many other popular models. Second, we discover several relations between the dynamics
of a BN and its network structures. More specifically, we formally state and prove several
lemmas and theorems on relations between the dynamics of a BN and a feedback vertex
set of its interaction graph (Chapter 4). Furthermore, we also state and prove a theorem
on relations between the dynamics of an ABN and a negative feedback vertex set of its
interaction graph. Finally, we discover the computational complexity of three meaningful
optimal control problems of DA-PBNs (Chapter 7).

In practice, we develop several algorithms and methods for attractor detection and
optimal control of different typical types of BNs. These algorithms and methods are
mainly based on the new theoretical results mentioned in the previous paragraph along
with the reasonable use of formal techniques (e.g., binary decision diagrams, satisfiability,
satisfiability modulo theory, bounded model checking, Petri nets). First, we propose three
BDD-based algorithms and one SAT-based algorithm for finding attractors of a GABN
(Chapter 3). These algorithms are the first analytical and practical methods for analyzing
GABNs. In particular, the experimental results on various classes of networks show
that the SAT-based algorithm can handle large GABNs. As an application of the SAT-
based algorithm, we propose an efficient method for approximating attractors of an ABN.
Second, we propose a method that efficiently and exactly computes all the attractors of
an ABN (Chapter 4). This method is then enhanced with two substantial improvements.
The proposed method outperforms the state-of-the-art methods and now can handle very
large networks with up to 1000 nodes in terms of randomly generated networks and more
than 300 nodes in terms of real biological networks. In particular, the principle of this
method can be applied to many other types of BNs and can pave potential ways to
improve itself. Third, we propose one SMT-based method and two SMT-based methods
for attractor detection and optimal control of DGABNs (Chapters 5 and 6), respectively.
Note that there is no previous method specifically designed for DGABNs. Although
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the proposed methods for DGABNs are extensions of the previous SAT-based methods
for SBNs, we demonstrate that they contain substantial differences from the previous
ones. Furthermore, the experimental results on randomly generated networks and artificial
networks justify their efficiency. Fourth, we propose three approaches for solving the three
optimal control problems of DA-PBNs (Chapter 7). One of these approaches is completely
new, whereas two of these approaches are (non-trivial) extensions of the previous ones
for SPBNs. These proposed approaches can handle large problem instances in terms of
optimal control of DA-PBNs. Finally, we have developed software tools implementing all
the proposed algorithms, methods, and approaches.

1.3 Dissertation Structure

The main content of this dissertation is composed of two parts, Part I and Part II. Part I
focuses on attractor detection in BNs, and discusses computational methods for attractor
detection in GABNs (Chapter 3), ABNs (Chapter 4), and DGABNs (Chapter 5). Part II
focuses on optimal control of BNs, and discusses several methods for optimal control of
DGABNs (Chapter 6) and DA-PBNs (Chapter 7).

In Chapter 2, we first provide preliminaries on BNs and their variants, attractors,
interaction graphs, and Petri nets.

In Chapter 3, we introduce several relations in dynamics between GABNs and other
types of BNs including SBNs and ABNs. Based on these relations, we propose three
BDD-based algorithms for exactly computing attractors of a GABN. We then propose
a near-exact algorithm for finding attractors of a GABN based on SAT-based bounded
model checking. As an application of this algorithm, we propose an efficient method for
approximating attractors of an ABN. This chapter is written using the content of three
publications: two conference papers [83, 84] and one journal paper [85].

In Chapter 4, we introduce several relations between the dynamics of a BN and a
feedback vertex set of its interaction graph. We then present the proposed method for
exactly and efficiently finding attractors of an ABN as well as present its improved version.
This chapter is written using the content of two publications: one journal paper [86] and
one conference paper [87].

In Chapter 5, we introduce the concept of an extended state, leading to establishing
the concept of an extended state transition graph to capture precisely the whole dynamics
of a DGABN. We then present theoretical results on several relations in dynamics between
DGABNs and other popular models as well as an SMT-based method for finding attractors
of a DGABN. In Chapter 6, based on the concept of an extended state transition graph,
we propose two SMT-based methods for optimal control of DGABNs under two control
modes, the time-sensitive mode and the non-time-sensitive mode, respectively. Chapters 5
and 6 are written using the content of one journal paper [88].

Chapter 7 focuses on DA-PBNs, a probabilistic extension of DGABNs. We formulate
three optimal control problems of DA-PBNs based on several typical aims of control. For
each problem, we state and prove its hardness as well as show that it is in PSPACE.
We then propose three solution approaches for solving these problems. This chapter is
written using the content of one journal paper [89], which is being in preparation.

Finally, Chapter 8 summarizes the results on attractor detection and optimal control
of different types of BNs and points out future research directions.
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Chapter 2

Preliminaries

Let N and R denote the set of natural and real numbers, respectively. Denote by N+

the set N\{0} and by N+
≤k the set {i ∈ N+ : i ≤ k}. B := {T ≡ 1, F ≡ 0} denotes the

Boolean domain. Rm×n denotes the set of m× n real matrices. Denote by P (·) and E[·]
the probability and the expectation of an event, respectively.

2.1 Boolean Networks

A Boolean Network (BN) is is a simple but efficient model that has been applied to various
areas. The concept of BNs was first introduced in 1969 by Stuart Kauffman for modeling
and analyzing dynamical behavior of gene regulatory networks [1]. In this section, we
shall show the formal definition, dynamics, and multiple variants of Boolean networks.

Definition and Dynamics

Definition 2.1.1. A Boolean Network (BN) is defined as a 2-tuple (V, F ), where V =
{x1, ..., xn} (n ≥ 1) is the set of nodes and F = {f1, ..., fn} is the set of Boolean functions.
Each node xi is identified as a Boolean variable, and is associated with a Boolean function
fi : B|IN (fi)| → B, where IN (fi) is the set of input nodes of fi. xi(t) ∈ B and x(t) =
(x1(t), ..., xn(t))> denote the state of node xi and the state of the BN at time t, respectively.

Definition 2.1.1 gives the formal definition of a BN. At each time step, node xi can
update its state by

xi(t+ 1) = fi(x(t)).

For simplicity, we use the notation fi(x(t)) even if IN (fi) ⊂ V . An updating scheme
of a BN specifies the way that the nodes of the BN update their states through time
evolution [5]. Following the updating scheme, the BN transits from a state to another state
(possibly identical). This transition is called the state transition. Then, the dynamics of
a BN can be represented by all possible states of the BN along with all possible state
transitions from each state.

We note that, in general, a Boolean function can be formed by any combinations
of any logical operators (e.g., CONJUNCTION ∧, DISJUNCTION ∨, NEGATION ¬,
and BI-IMPLICATION ↔) on variables associated with its input nodes. Many types
of BNs with special types of Boolean functions have been studied, such as, canalyzing
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functions and nested canalyzing functions [90, 91], AND-OR functions [92, 93], conjunctive
functions [94]. However, we here focus on general BNs where there is no restriction on
Boolean functions.

Classification

There is an infinite number of possible updating schemes for Boolean networks [95]. How-
ever, we only consider typical updating classes that have been widely used in systems
biology and many other research fields. We use the BN shown in Example 2.1.1 as a
straight illustrative BN.

Example 2.1.1. Consider a BN N of three nodes associated to three variables (x1, x2,
x3). Its Boolean functions are given by

f1 = x1 ∨ (¬x1 ∧ ((¬x2 ∧ x3) ∨ (x2 ∧ ¬x3))),

f2 = (¬x1 ∧ ¬x3) ∨ (x2 ∧ x3) ∨ (x1 ∧ ¬x2),

f3 = ¬x1 ∨ (x1 ∧ (¬x2 ∨ (x2 ∧ ¬x3))).

There are two major classes of updating schemes: synchronous [8] (all the nodes are
updated simultaneously at each time step) and asynchronous [9] (not all the nodes are
updated simultaneously at each time step). In the biological context, the asynchronous
updating class, in which all genes take different time to change their expression levels,
is closer to biological phenomena [10, 43, 96]. For example, very recent work [97] has
explicitly backed up the necessity of asynchronous models for modeling GRNs over a
realistic proof-of-concept case study. The asynchronous updating class is then divided
into several sub-classes. Three popular ones among them are fully asynchronous [9, 10],
generalized asynchronous [11, 12], and deterministic asynchronous [9, 13]. According
to these updating classes, there are four typical types of BNs: Synchronous Boolean
Networks (SBNs) [8], Asynchronous Boolean Networks (ABNs) [10], Generalized Asyn-
chronous Boolean Networks (GABNs) [14], and Deterministic Generalized Asynchronous
Boolean Networks (DGABNs) [13], respectively. Hereafter, we shall introduce each type
in detail.

An SBN is the simplest BN model. At each time step, all its nodes will update their
values simultaneously. Since the state transitions from a state of the SBN are time-
invariant, the whole dynamics of an SBN can be captured by a State Transition Graph
(STG). An STG is a directed graph in which each node corresponds to a state of the BN
and each arc corresponds to a state transition between two states (possibly identical). One
important property of the STG of an SBN is that each node has exactly one outgoing arc.
Hence, the STG of an SBN of size n has 2n nodes and 2n arcs. For example, Figure 2.1a
shows the STG of the SBN counterpart of the BN shown in Example 2.1.1. Herein, the
SBN counterpart (also the ABN or GABN counterpart) can be seen as a more concrete
object of the BN, where they share the same the structure information (the sets of nodes
and Boolean functions) but the SBN is specified with an updating scheme. In addition,
the STG of an SBN S can be seen as a Transition System (TS) with the transition formula

T S(x(t), x(t+ 1)) :=
n∧

i=1

{xi(t+ 1)↔ fi(x(t))} .
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Figure 2.1: STGs of (a) the SBN counterpart, (b) the GABN counterpart, and (c) the
ABN counterpart of the BN shown in Example 2.1.1.

An ABN can be seen as the most popular BN model. The updating scheme of an
ABN is fully asynchronous. That is, at each time step, a single node is randomly and
uniformly selected in order to be updated. By this updating scheme, a state of the ABN
has n outgoing state transitions, making the dynamics of an ABN non-deterministic. Like
SBNs, the whole dynamics of an ABN can be also captured by an STG. The STG of an
ABN of size n has 2n nodes and n × 2n arcs. This property makes the analysis of an
ABN more difficult. One more important property of the STG of an ABN is that two
consecutive nodes (states) differ in at most one binary value. For example, Figure 2.1b
shows the STG of the ABN counterpart of the BN shown in Example 2.1.1. The transition
formula of an ABN A is

T A(x(t), x(t+ 1)) :=
n∨

i=1

{
[xi(t+ 1)↔ fi(x(t))] ∧

∧
j 6=i

[xj(t+ 1)↔ xj(t)]

}
.

GABNs can be seen as a generalization of ABNs. At each time step, a GABN randomly
selects any number of nodes to update synchronously. This means that the GABN can
update synchronously no node, only one node, some nodes, or all the nodes. The whole
dynamics of a GABN can be also captured by an STG. The STG of a GABN of size n has
2n nodes and 2n × 2n arcs, making its analysis more difficult. For example, Figure 2.1c
shows the STG of the GABN counterpart of the BN shown in Example 2.1.1. The
transition formula of a GABN G is

T G(x(t), x(t+ 1)) :=
n∧

i=1

{[xi(t+ 1)↔ fi(x(t))] ∨ [xi(t+ 1)↔ xi(t)]} .

Besides the sets of nodes and Boolean functions, more information (called context) is
added to a DGABN [13]. Then the evolution of the DGABN is specified by its context,
and is time-dependent. Hence, the dynamics of the DGABN is not directly captured by
an STG like SBNs, ABNs, or GABNs. Since there is no previous formal description for
the dynamics of a DGABN, we shall provide detailed discussions in Section 5.2.
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Useful Definitions and Notations

For convenience, we shall give several useful definitions and notations used in the rest of
this dissertation. Note that some of these definitions are adjusted from [98].

Definition 2.1.2. The successor of a state s of a BN N is the set of all states s′ such
that s has one state transition to s′.

Definition 2.1.3. The predecessor of a state s of a BN N is the set of all states s′ such
that s′ has one state transition to s.

Definition 2.1.4. The forward (resp. backward) image of a set S of states of a BN
N , denoted by FIN (S) (resp. BIN (S)), is the union of immediate successors (resp.
predecessor) of the states in S.

Definition 2.1.5. The forward (resp. backward) reachable set of a set S of states of a
BN N , denoted by FRN (S) (resp. BRN (S)), is the set of all the states that can be reached
from (resp. can reach) at least one state in S. Specifically,

FRN (S) = S ∪ FIN (S) ∪ FIN (FIN (S)) . . . ,

and

BRN (S) = S ∪ BIN (S) ∪ BIN (BIN (S)) . . .

Definition 2.1.6. The restricted backward image (resp. reachable set) of a set S of states
of a BN N under a set S ′ of states, denoted by BINres(S, S

′) (resp. BRNres(S, S
′)), is defined

as

BINres(S, S
′) := BIN (S, S ′) ∩ S ′

(resp.

BRNres(S, S
′) := BRN (S, S ′) ∩ S ′

).

Let us discuss how to compute these image and reachable sets of a BN. For the
case that a state transition of the BN can be expressed as a propositional formula (e.g.,
SBNs, ABNs, GABNs), we can easily use BDDs to compute these sets. Specifically, the
forward image, backward image, forward reachable set, and backward reachable set of a
set of states S can be computed by using the procedures proposed in [98]. The restricted
backward image and restricted backward reachable set of S under S ′ can also be computed
with a little adjustment. The restricted backward image is computed by replacing the
whole transition system of the BN by a partial transition system of S ′ of the BN (i.e., this
partial transition system only contains state transitions starting from S ′). See Section 2.2
of [98] for more details. The restricted backward reachable set is calculated by replacing
forward images and backward images in Algorithm 1 of [98] by restricted forward images
and restricted backward images, respectively. For the case that a state transition of the
BN cannot be expressed as a propositional formula, it is difficult to directly use BDDs.
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Besides the explicit method (i.e., explicitly computing the successor or the predecessor of
a state), further methods may be required in this case.

Finally, we present more notations as follows. G(N ) denotes the STG of a BN N .
FINxi

(S) denotes the forward image set of the set S by updating node xi, i.e., the set of
successors of the states in S by updating only node xi. T N denotes the transition formula
of a BN N .

2.2 Probabilistic Boolean Networks

Various stochastic extensions of BNs have been proposed. Among them, a Probabilistic
Boolean Networks (PBN) is the most extensively studied model [4]. In this section, we
shall show the formal definition, dynamics, and multiple variants of Probabilistic Boolean
networks.

Definition and Dynamics

Definition 2.2.1. A Probabilistic Boolean Network (PBN) is defined as a triple (V, F, C),
where V = {x1, ..., xn} (n ≥ 1) is the set of nodes, F = {F1, ..., Fn}, and C = {C1, ..., Cn}.
Each node xi is identified as a Boolean variable, and is associated with a non-empty set of
Boolean functions, Fi = {f (i)

1 , ..., f
(i)
li
}, li ≥ 1. Each Boolean function f

(i)
j has a probability

of selection associated with it, c
(i)
j . Thus, Ci =

{
c

(i)
1 , ..., c

(i)
li

}
such that

∑li
j=1 c

(i)
j = 1. The

state of a node or a PBN at time t is defined as same as that of a BN.

Definition 2.2.1 gives the formal definition of a PBN. At each time step, node xi
updates its state by

xi(t+ 1) = f
(i)
j (x(t)),

where f
(i)
j is a Boolean function selected from Fi with the probability c

(i)
j . Similar to BNs,

an updating scheme of a PBN specifies the way that the internal nodes of the PBN update
their states through time evolution. Following the updating scheme, the PBN transits
from a state to another state (possibly identical) with a probability. This transition is
called the probability transition. Then, the dynamics of a PBN can be represented by all
possible states of the PBN along with all possible probability transitions from each state.

Classification

There are two typical types of PBNs. The first one is Synchronous Probabilistic Boolean
Networks (SPBNs) [4], where all the nodes are updated simultaneously. The second
one is Deterministic Asynchronous Probabilistic Boolean Networks (DA-PBNs) [15, 16].
Roughly speaking, SPBNs and DA-PBNs are probabilistic extensions of SBNs and DGABNs,
respectively. Like DGABNs, the dynamics of a DA-PBN is not well-described. Hence,
we shall provide more detailed discussions in Section 7.2. Hereafter, we shall introduce
SPBNs in detail.

Like SBNs, the nodes of an SPBN update their values synchronously at each time step.
Then, the whole dynamics of an SPBN can be captured an STG in which a transition
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probability is attached to an arc. The probability of transiting from state a to state b is

P (x(t+ 1) = b|x(t) = a) :=
∑

j1∈N+
≤l1

,...,jn∈N+
≤ln

{
n∏

i=1

[
c

(i)
ji
× P (bi ↔ f

(i)
ji

(a))
]}

.

See Example 2.2.1 for an SPBN and its STG. One important property of the STG of
an SPBN is that the sum of the probabilities of all probability transitions from a state
is equal to 1. Hence, the dynamics of an SPBN can be understood in the context of a
standard Markov chain. Consequently, the techniques developed in the field of Markov
chains can be applied to SPBNs.

Example 2.2.1. Consider an SPBN SP [21]

f (1) =

{
f

(1)
1 = x3, c

(1)
1 = 0.8,

f
(1)
2 = ¬x3, c

(1)
2 = 0.2,

f (2) = f
(2)
1 = x1 ∧ ¬x3, c

(2)
1 = 1.0,

f (3) =

{
f

(3)
1 = x1 ∧ ¬x2, c

(3)
1 = 0.7,

f
(3)
2 = x2, c

(3)
2 = 0.3.

Then, Figure 2.2 shows the STG of SP.
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Figure 2.2: STG of the SPBN shown in Example 2.2.1. States are shown by rounded
rectangles, whereas probability transitions are shown by arcs along with real numbers.
For clarification, only arcs from states 000, 010, 100, and 110 are shown here.
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2.3 Attractors

Attractors are key dynamical behavior of a BN. Definition 2.3.1 gives the formal definition
of an attractor of a BN. This definition is general. Then, we can classify two main types
of attractors: singleton and cyclic attractors. A singleton attractor (or a fixed point) has
only one state. A cyclic attractor has at least two states, and is formed by overlapping
one or more cycles of states. In general, an attractor of a BN is equivalent to a bottom
(terminal) Strongly Connected Component (SCC) of the STG of this BN [43]. Since the
STG of a BN has 2n nodes and at least 2n arcs, naive approaches for finding attractors
(e.g, explicitly building the STG and then applying graph algorithms) are intractable
when n is large.

Definition 2.3.1 ([49]). An attractor of a BN is a set of states satisfying any state in
this set can reach any state (including this state) in this set and cannot reach any state
that is not in this set.

Based on [43], we can differentiate attractors of different types of BNs. Besides single-
ton attractors, we classify cyclic attractors into simple attractors and complex attractors.
First, a simple attractor is a cycle of at least two states such that each state has exactly
one successor state (excluding itself) and may have a self transition. Simple attractors
can again divided into two sub-classes: (1) type1 attractors where any two consecutive
states differ in at most one single node value (or one bit in binary representation) and (2)
type2 attractors where at least two consecutive states differ in more than one node value.
Second, a complex attractor is formed by overlapping multiple simple attractors.

Since an SBN can have only one transition from any state, it can have three types of
attractors: singleton attractors, type1 attractors, and type2 attractors. Since two consec-
utive states of an ABN differ in at most one node value, an ABN can have three types
of attractors: singleton attractors, type1 attractors, and complex attractors. Similarly, a
GABN can have three types of attractors: singleton attractor, type1 attractors, complex
attractors. Note that, since GABNs allow any number of node values change between any
consecutive states, they cannot have type2 attractors. If a GABN contains a type2 at-
tractor, then it contains a state that has more than one successor state (excluding itself).
This is contrary to the definition of a simple attractor.

Reconsider the BN shown in Example 2.1.1. Figures 2.1a, 2.1b, and 2.1c show the
STGs of its SBN, GABN, and ABN counterparts, respectively. As we can see, all these
counterparts have the same singleton attractor {011}. The SBN has a type2 attractor
{101, 111, 110}. The GABN and the ABN have the same complex attractor {110, 100,
101, 111}. However, the oscillation inside this complex attractor is different between the
GABN and the ABN.

2.4 Interaction Graphs

The interaction graph of a BN depicts the qualitative interactions between nodes and is
usually represented as a signed directed graph on the set of nodes (see Definition 2.4.1).
An arc from xj to xi indicates that the evolution of node xi depends on the evolution of
node xj. An interaction between two nodes can be positive or negative. We first introduce
some notations as follows. IG(N ) denotes the interaction graph of a BN N . xi denotes
the state y such that yi = 1− xi and yj = xj for j 6= i. Then, the formal definition of an
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interaction graph is given in Definition 2.4.2. Note that the interaction graph can have
both a positive arc and a negative arc from one vertex to another one. Furthermore, the
computation of the interaction graph of a BN is often fast [78].

Definition 2.4.1 ([78]). A signed directed graph on V is a graph G whose set of vertices
is V and whose set of arcs is a subset of V × {+,−} × V . If (xj, s, xi) is an arc of G,
we say that G has an arc from xj to xi of sign s. s = + indicates a positive arc, whereas
s = − indicates a negative arc. A positive (resp. negative) cycle of G is an elementary
directed cycle that contains an even (resp. odd) number of negative arcs. The length of a
cycle is the number of arcs it involves.

Definition 2.4.2 ([78]). Let N = {V, F} be a BN, where V = {x1, .., xn} and F =
{f1, ..., fn}. The interaction graph of N is the signed directed graph on V defined by: for
all xi, xj ∈ V , there exists a positive (resp. negative) arc from xj to xi if and only if there
exists a state x ∈ Bn with xj = 0 such that fi(x) < fi(x

j) (resp. fi(x) > fi(x
j)).

Let G be a signed directed graph. A Feedback Vertex Set (FVS) of G is a set of vertices
U that intersects every cycle of G. In other words, G becomes acyclic after removing the
vertices in U from G. A Positive Feedback Vertex Set (PFVS) of G is a set of vertices U+

that intersects every positive cycle of G. A Negative Feedback Vertex Set (NFVS) of G is
a set of vertices U− that intersects every negative cycle of G. Equivalently, G−U+ (resp.
G − U−) has no positive (resp. negative) cycle. By the preceding definitions, an FVS is
also a PFVS or an NFVS. The problem of finding a minimum PFVS (resp. NFVS) has
been proved NP-complete [99]. The problem of finding a minimum FVS has also been
proved NP-complete [100].

Let us consider a BN N = {V, F}, where V = {x1, x2, x3} and F = {f1, f2, f3} with

f1 = x1 ∧ x2 ∧ x3,

f2 = x1 ∨ ¬x3,

f3 = (x2 ∧ ¬x3) ∨ (x1 ∧ ¬x2 ∧ ¬x3) ∨ (x1 ∧ x2 ∧ x3).

Figure 2.3 shows the interaction graph of N (i.e., IG(N )). Arcs labeled with symbol
”+” denote positive arcs, whereas arrows labeled with symbol ”−” denote negative arcs.
IG(N ) is constructed by determining arcs (positive or negative) ending at a vertex. For
example, consider ending vertex x2. Since x1 and x3 appear in f2, we need to determine
arcs from x1 and x3 to x2. We have f2[x1/0] = ¬x3 and f2[x1/1] = 1. If x3 = 1, then
f2[x1/0] < f2[x1/1]. In addition, there is no value of x3 to make f2[x1/0] > f2[x1/1].
Hence, there is only one positive arc from x1 to x2. Similarly, there is only one negative
arc from x3 to x2. Note that this procedure can be easily implemented by using BDDs.

The above interaction graph has one negative cycle of length one (x3
−−→ x3), one

negative cycle of length two (x3
−−→ x2

+−→ x3), one negative cycle of length three (x3
−−→

x2
+−→ x1

+−→ x3), one positive cycle of length one (x1
+−→ x1), two positive cycles of

length two (x1
+−→ x2

+−→ x1 and x1
+−→ x3

+−→ x1), and one positive cycle of length three

(x1
+−→ x2

+−→ x3
+−→ x1). It has two FVSs including {x1, x3} (the minimum one) and

{x1, x2, x3}. It has four NFVSs including {x3} (the minimum one), {x1, x3}, {x2, x3},
and {x1, x2, x3}. It also has four PFVSs including {x1} (the minimum one), {x1, x2},
{x1, x3}, and {x1, x2, x3}.
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Figure 2.3: Interaction graph of the example BN.

2.5 Petri Nets and their Unfoldings

Petri nets [101] are basic modeling formalism for parallel and distributed systems. A
Petri Net (PN) is a bipartite graph whose nodes are either places or transitions. In this
dissertation, we only consider 1-safe Petri nets, where the number of tokens of each place
is either 0 (unmarked) or 1 (marked). The set of marked places forms a marking of the
PN. If the PN has an arc (p, t), then p is called an input place of t. If the PN has an arc
(t, p), then p is called an output place of t. A transition is enabled if all its input places
are marked. When a transition is enabled, it can fire. The firing of this transition makes
all its input places unmarked and then makes all its output places marked, modifying the
current marking of the PN. Note that when multiple transitions are enabled, only one
transition can fire.

Formally, a 1-safe PN is a tuple P = 〈P, T, pre, post,M0〉. P and T are sets of
places and transitions, respectively. pre ⊆ P × T is the set of all arcs from places to
transitions, whereas post ⊆ T × P is the set of all arcs from transitions to places. For
any place p, we say pre-set of p is the set •p = {t ∈ T |(t, p) ∈ post} and post-set of p
is the set p• = {t ∈ T |(p, t) ∈ pre}. For any transition t, we say pre-set of t is the set
•t = {p ∈ P |(p, t) ∈ pre} and post-set of t is the set t• = {p ∈ P |(t, p) ∈ post}. A subset
M ⊆ P of the places is called a marking. M0 is the initial marking of the PN.

A transition t of a 1-safe PN is enabled at a marking M if and only if •t ⊆ M . The
firing of t leads to a new marking M ′ specified by M ′ = (M\•t) ∪ t•. We denote this

marking transition by M
t−→ M ′. A marking M ′ is called reachable from a marking M

if there exists a firing sequence w = t1t2... over T such that M
t1−→ M1

t2−→ M2... −→ M ′.
A marking reachable from M0 is called a reachable marking of the PN. All reachable
markings of the PN and their marking transitions are represented by a directed graph
called the reachability graph.

Figure 2.4a shows an example 1-safe PN. The places are represented by circles and the
transitions are represented by squares. The arcs and the initial marking are represented
by the arrows and the dots in the marked places, respectively. Herein, M0 = {p1}. At
this marking, t1 and t2 are enabled. Figure 2.4b shows the reachability graph of this PN.

Petri net unfoldings [102] aim at representing the reachability graph of a 1-safe PN
by exploiting concurrency between transitions to prune redundant interleavings of these
transitions. The unfolding of a 1-safe PN P can be seen as an acyclic PN U that has the
same behavior as P . In general, U is infinite. However, there exists a finite prefix PU of U
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p1

t1 t2

p2

(a)

{p1}

{p2} ∅

t1 t2

(b)

Figure 2.4: (a) A 1-safe PN and (b) its reachability graph with the initial marking {p1}.
In (b), the text above each arrow denotes the fired transition.

because P is safe. Generally speaking, a finite prefix is an acyclic PN whose sets of places,
transitions, and arcs are finite and are subsets of the sets of places, transitions, and arcs
of U , respectively. PU is complete because every reachable marking of P has a reachable
counterpart in PU . Thus, PU represents the set of reachable markings of P . See [103]
for more details on finite complex prefixes. Regarding the reachability problem of 1-safe
Petri nets, we can build PU and then easily check whether a marking M reaches a marking
M ′. This function is implemented in Mole [104], which is an efficient tool for checking
reachability property of 1-safe Petri nets based on unfoldings. Mole also supports a
function allowing that building an unfolding immediately stops when a specific transition
t can be added to this unfolding.

Recently, some work has considered the link between Petri nets and Boolean networks.
The authors of [105] show that ABNs have high concurrency that is the essential property
of PNs. The method for encoding an ABN as a 1-safe PN has been proposed [103].
Thus, we can apply the algorithms [106] for checking the reachability in 1-safe PNs to the
reachability analysis on ABNs. Conversely, the reachability property of a 1-safe PN can
also be described by that of an ABN [105].
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Part I

Attractor Detection
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Chapter 3

Attractor Detection in Generalized
Asynchronous Boolean Networks
(GABNs)

3.1 Introduction

There are many theoretical studies on attractors of different types of BNs, such as, [22, 107]
for attractors in SBNs, [9, 14] for attractors in ABNs, [9, 11, 14] for attractors in GABNs
and DGABNs. In practice, many methods have been proposed for attractor detection (i.e.,
finding all possible attractors) in different types of BNs, such as, [44, 98, 108] for attractor
detection in SBNs, [43, 103, 108] for attractor detection in ABNs. As mentioned in
Chapter 1, asynchronous Boolean networks are considered more suitable than synchronous
ones in modeling biological systems. In addition, ABNs and GABNs are conventional
asynchronous models that are usually used in systems biology by the fact that precise
information on time scales of components is usually missing [9]. However, to our best
knowledge, there is no efficient method specifically designed for attractor detection in
GABNs. This fact motivates research on attractor detection in GABNs.

In this chapter, we focus on attractors of GABNs. GABNs are more general than
SBNs and ABNs because they can pick randomly any number of nodes to update syn-
chronously at each time step. They are also interesting mathematical objects themselves.
We first recall two dynamical properties of a GABN (Section 3.2). Then, we formally state
and prove several relations in dynamics between a GABN and its SBN counterpart (Sec-
tion 3.3). Based on these properties and relations, we propose three possible algorithms
for attractor detection in GABNs (Section 3.4). All these algorithms use Binary Decision
Diagrams (BDDs) [109] to represent components of the network (such as, Boolean func-
tions, sets of states, state transitions) and manipulate operations on these components.
We also formally prove the correctness of these algorithms. Furthermore, experiments are
also conducted on real and artificial networks to compare the performance of the proposed
algorithms.

The experimental results show that the three BDD-based algorithms still meet the
inherent problems of BDDs (e.g., extremely long computational time, high memory con-
sumption) when the network size is large (e.g., n > 30). Hence, we propose a new
algorithm, which is based on SAT-based Bounded Model Checking (BMC) [110], to over-
come these inherent problems (Section 3.5). The new algorithm is maybe not exact in
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some cases because we use a bound, which is good enough but maybe not a complete-
ness threshold [110]. However, the experimental results on real biological and artificial
networks confirm the effectiveness (accuracy and efficiency) of the new algorithm.

Finally, to highlight the applications of the study on GABNs, we state and prove sev-
eral relations in dynamics between a GABN and its ABN counterpart (Subsection 3.6.1).
Based on these relations, we propose an efficient method for approximating attractors
of an ABN (Subsection 3.6.2). The experimental results on real biological networks are
promising because the approximation method outperforms the two state-of-the-art meth-
ods as well as can handle networks of size up to 101 (Subsection 3.6.3). These results also
justify the accuracy of the approximation method and consolidate the observation that
the number of attractors of an ABN is equal to that of its GABN counterpart in most
cases. This observation is useful in studying the dynamics of Boolean networks.

3.2 Dynamical Properties

Theorem 3.2.1. In a BN N , state s is an attractor state if and only if FRN ({s}) ⊆
BRN ({s}). State s is a transient state otherwise.

Lemma 3.2.1. In a BN N , if state s is transient, then states in BRN ({s}) are also all
transient. If state s is an attractor state, then all states in FRN ({s}) are also attractor
states. In the latter case, FRN ({s}) is an attractor and BRN ({s}) − FRN ({s}) are all
transient states.

Note that Theorem 3.2.1 and Lemma 3.2.1 are valid for all types of BNs. Their proof
can be found in [111].

3.3 Relations in Dynamics between GABNs and Syn-

chronous Boolean Networks

The following lemmas and theorems represent the relations in dynamics between a GABN
and its SBN counterpart.

Lemma 3.3.1. Let G be a GABN and S be its SBN counterpart. If s is a state of S,
then FRS({s}) ⊆ FRG({s}).

Proof. Since s (in G) has one state transition corresponding to the case that all nodes are
updated, FIS({s}) ⊆ FIG({s}). By the definition of a forward reachable set, we obtain
FRS({s}) ⊆ FRG({s}).

Lemma 3.3.2. Let G be a GABN and S be its SBN counterpart. G and S have the same
set of singleton attractors.

Proof. This lemma immediately holds by the finding of Gershenson [14], which is that
singleton attractors are the same for any type of BNs.

Lemma 3.3.3. Let G be a GABN and and S be its SBN counterpart. G and S have the
same set of type1 attractors.
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Proof. Let att1 be a type1 attractor of S. Let s be an arbitrary state in att1 and s′ be its
successor state. Since s and s′ differ in exactly one bit (say the ith bit), the updating of
all the nodes in S changes only the ith bit of s. Thus, the updating of some nodes in G
changes the ith bit (node xi is in the set of updated nodes) or no bit (node xi is not in
the set of updated nodes) of s. This implies that FIG({s}) = {s, s′}. Since s is arbitrary,
att1 is also a type1 attractor of G (*).

Let att2 be a type1 attractor of G. Let s be an arbitrary state in att2 and s′ be
a successor state (excluding s) of s. Then, FIG({s}) = {s, s′}. We have FIS({s}) ⊆
FIG({s}). FIS({s}) = {s′} because if FIS({s}) = {s} then FIG({s}) = {s}. Since s is
arbitrary, att2 is also a type1 attractor of S (**).

From (*) and (**), we can conclude the proof.

Theorem 3.3.1. Let G be a GABN and S be its SBN counterpart. Any attractor of G
always contains an attractor of S.

Proof. Assume that there is an attractor att of G that does not contain any attractor of
S (*).

Let s be an arbitrary state in att. By Lemma 3.3.1, we have FRS({s}) ⊆ FRG({s}).
Since att is an attractor of G, att = FRG({s}). Hence, FRS({s}) ⊆ att.

Clearly, there is an attractor att′ of S such that att′ ⊆ FRS({s}). Then att′ ⊆ att
that is contrary to (*).

3.4 BDD-Based Algorithms

From the properties and relations presented in Sections 3.2 and 3.3, we propose three
algorithms (called FR-BR-BDD-1, FR-BR-BDD-2, and filtBDD, respectively) to
detect all reachable attractors of a GABN. All these algorithms use BDDs to represent
components of the network (such as, Boolean functions, sets of states, state transitions)
and manipulate operations on these components. Before presenting the three proposed
algorithms, we discuss the way of encoding a GABN using BDDs.

The STG of a GABN can be easily modeled as a TS. The authors of [98] have proposed
a method to encode the STG of an ABN as a TS. This encoding can be applied similarly
for GABNs. We can only replace the state transition formula of the ABN (see [98]) by
the state transition formula of the GABN G that is expressed by

T G(x, x′) =
n∧

i=1

{(x′i ↔ xi) ∨ (x′i ↔ fi(x))} ,

where x = (x1, ..., xn)> denotes the current state, x′ = (x′1, ..., x
′
n)> denotes the next state.

Note that T G(x, x′) is a propositional formula of 2n Boolean variables. It can be seen
as a Boolean function f : B2n → B; thus, it can be easily encoded into a BDD with the set
of 2n BDD variables V = {x1, ..., xn, x

′
1, ..., x

′
n}. Now, the forward (reps. backward) image

of a set of states of the GABN can be computed by using this BDD. Consequently, the
forward (resp. backward) reachable set of a set of states of the GABN can be computed
by using this BDD. The technical details are similar to those presented in [98].
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3.4.1 Algorithm FR-BR-BDD-1

The idea of FR-BR-BDD-1 is inspired by the genYsis tool [98] that builds the total
transition system (for all states of the BN) and then calculates backward reachable sets.
Algorithm 1 shows the description of FR-BR-BDD-1. Herein, the variables att, FS, and
BS are BDDs, whereas the variables AStype2 and AG are lists of BDDs. The operator ’+’ is
the set operator that adds a new element to a set. The operator ’−’ is the set operator that
removes expansively elements from a set. For example, {{1, 2}, {3, 4}} − {1, 2, 3, 4} = ∅.
Algorithm 1 will terminate when AStype2 becomes empty.

Consider a running example. All running steps of FR-BR-BDD-1 for the GABN
counterpart of the BN shown in Example 2.1.1 are as follows. First, we obtain AStype2 =
{{110, 101, 111}} and AG = {{011}}. Next, we have att = {110, 101, 111}, FS =
{110, 100, 111, 101}, and BS = {110, 100, 111, 010, 101, 001, 000}. Since FS ⊆ BS, we
have FS is a new attractor and is added to AG. Now, AStype2 becomes empty, and FR-
BR-BDD-1 terminates.

Algorithm 1 FR-BR-BDD-1

Input: A GABN G.
Output: The set of attractors of G.
1: Let S be the SBN counterpart of G
2: Compute all attractors of S
3: ASsing ← the set of singleton attractors of S
4: AStype1 ← the set of type1 attractors of S
5: AStype2 ← the set of type2 attractors of S
6: AG ← ASsing ∪ AStype1
7: while AStype2 6= ∅ do
8: Randomly remove a type2 attractor att from AStype2
9: FS ← FRG(att)
10: BS ← BRG(att)
11: if FS ⊆ BS then
12: AG ← AG + FS {a new attractor}
13: AStype2 ← AStype2 − FS
14: end if
15: end while
16: return AG

Finally, we formally prove the correctness of FR-BR-BDD-1.

Theorem 3.4.1. The result of FR-BR-BDD-1 is correct, i.e., it finds correctly all
attractors of a GABN G.

Proof. First, the set of attractors AG is initialized the set of singleton and type1 attractors
of the SBN S. Based on Lemma 3.3.2 and Lemma 3.3.3, we have that the result of FR-
BR-BDD-1 contains exactly all singleton and type1 attractors of the GABN G (*).

Second, let s be an arbitrary state in att. By the updating scheme of a GABN, the
STG of G contains all state transitions of the STG of its SBN counterpart (say S). As
a consequence, att = FRS({s}) ⊆ FRG({s}) and att ⊆ BRS({s}) ⊆ BRG({s}). By
the definition of a forward reachable set, FRG(att) = FRG({s}). By the definition of
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a backward reachable set, BRG(att) = BRG({s}). Then the condition FS ⊆ BS is
equivalent to the condition FRG({s}) ⊆ BRG({s}). Hence, following Theorem 3.2.1, a
new complex attractor found FR-BR-BDD-1 is an actual complex attractor of G.

By Theorem 3.3.1, AG (the result of FR-BR-BDD-1) will contain all complex attrac-
tors of G. Since the found attractor is excluded from AStype2 (Line 13 of Algorithm 1), AG

contains no duplicate complex attractors. Hence, the result of FR-BR-BDD-1 contains
exactly all complex attractors of the GABN G (**).

From (*) and (**), we can conclude the proof.

3.4.2 Algorithm FR-BR-BDD-2

In case of too large backward reachable sets, the running time of FR-BR-BDD-1 may
become extremely longer, even it fails to obtain the result due to the OutOfMemory
(OOM) error. With the special properties of attractors of GANs, the calculation of
(total) backward reachable sets is unnecessary. We here propose a new algorithm called
FR-BR-BDD-2 that improves FR-BR-BDD-1.

Algorithm 2 shows the description of FR-BR-BDD-2. There are two main differences
between FR-BR-BDD-2 and FR-BR-BDD-1. First, FR-BR-BDD-2 does not build
the total transition system of the GABN. It only builds partial transition systems. Since
the number of state transitions of a GABN is O(22n), the calculation of the total transition
system may lead to a context of too large BDDs, thus leading to OOM. Therefore, the
range of applicable networks of FR-BR-BDD-2 may be larger than that of FR-BR-
BDD-1. Second, FR-BR-BDD-2 calculates restricted backward reachable sets instead
of (total) backward reachable sets. BS ← BRG(att) in Algorithm 1 is replaced byBSres ←
BRGres(att, FS) (see Line 10 of Algorithm 2). When FS is not an attractor, BS may be
significantly larger than both FS and BSres. In this case, FR-BR-BDD-2 may be much
faster than FR-BR-BDD-1.

The running steps of FR-BR-BDD-2 for the GABN counterpart of the BN shown in
Example 2.1.1 are similar to those of FR-BR-BDD-1. However, BSres ({110, 100, 111, 101})
is smaller than BS ({110, 100, 111, 010, 101, 001, 000}).

Finally, we formally prove the correctness of FR-BR-BDD-2.

Theorem 3.4.2. The result of FR-BR-BDD-2 is correct, i.e., it finds correctly all
attractors of a GABN G.

Proof. Since FR-BR-BDD-2 only differs FR-BR-BDD-1 at the condition BSres ←
BRGres(att, FS) (Line 10 of Algorithm 2), we only need to show that a new complex
attractor found in FR-BR-BDD-2 is an actual complex attractor of G. Let s be an
arbitrary state in att.

Assume that FS is a complex attractor of G. Then s is an attractor state of G.
We have FS = FRG({s}) = FRG(att) and BRG(att) = BRG({s}). By Theorem 3.2.1,
FRG({s}) ⊆ BRG({s}). Thus, FS = FRG(att) ⊆ BRG(att). Then BRGres(att, FS) =
BRG(att) ∩ FS = FS. Hence, BSres = FS holds.

Assume thatBSres = FS holds. We have FS = FRG(att) = FRG({s}) andBRG(att) =
BRG({s}). Since BRGres(att, FS) = BRG(att)∩FS = BRG({s})∩FS, FS = BRG({s})∩
FS. Then FRG({s}) = FS ⊆ BRG({s}). By Theorem 3.2.1, s is an attractor state of G.
Hence, FS is a complex attractor G.
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Algorithm 2 FR-BR-BDD-2

Input: A GABN G.
Output: The set of attractors of G.
1: Let S be the SBN counterpart of G
2: Compute all attractors of S
3: ASsing ← the set of singleton attractors of S
4: AStype1 ← the set of type1 attractors of S
5: AStype2 ← the set of type2 attractors of S
6: AG ← ASsing ∪ AStype1
7: while AStype2 6= ∅ do
8: Randomly remove a type2 attractor att from AStype2
9: FS ← FRG(att)
10: BSres ← BRGres(att, FS)
11: if BSres = FS then
12: AG ← AG + FS {a new attractor}
13: AStype2 ← AStype2 − FS
14: end if
15: end while
16: return AG

Now, we can conclude that the condition BSres = FS is equivalent to whether FS is
a complex attractor of G. Hence, a new complex attractor found in FR-BR-BDD-2 is
an actual complex attractor of G.

3.4.3 Algorithm filtBDD

Both FR-BR-BDD-1 and FR-BR-BDD-2 rely on the calculation of backward reach-
able sets (total or restricted). Hence, when the backward reachable sets become too large,
the algorithms may take extremely long computational even may fail to obtain the result
due to OOM. We here propose a new algorithm called filtBDD to overcome this problem.

The intuitive idea of filtBDD is as follows. By Theorem 3.3.1, for any attG ∈ AG,
there is an attS ∈ AS such that attS ⊆ attG. We then filter out the set AS to get the
new set ASnew that one-to-one corresponds to AG. The filtering process is: if attS reaches
other elements of AS in G(G), then attS is filtered out AS . The reachability property is
checked by calculating the forward reachable set FRG(attS). Now, for each att ∈ ASnew,
FRG(att) is an attractor of G. Note that FRG(att) has already calculated in the filtering
process. Furthermore, the reachability property can be on-the-fly checked. That is, in
each iteration of the algorithm for calculating FRG(att) (see [98]), we check whether
the current frontier set intersects attS . If yes, we can immediately stop the reachability
checking and return reachable.

Algorithm 3 shows the description of filtBDD. Note that, by Lemmas 3.3.2 and 3.3.3,
the filtering process can start with AStype2 instead of AS . Let us see a running example of
filtBDD for the GABN counterpart of the BN shown in Example 2.1.1. First, we obtain
the set of attractors AG = {{011}}, the filtering set AStype2 = {{101, 111, 110}}. Next,
we have attS = {101, 111, 110} and AStype2 = ∅. Then, FRG(attS) = {110, 100, 111, 101}.
Since this set does not contain any attractor in AStype2∪AG, it is a new complex attractor.
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filtBDD terminates because AStype2 is empty.

Algorithm 3 filtBDD

Input: A GABN G.
Output: The set of attractors of G.
1: Let S be the SBN counterpart of G
2: Compute all attractors of S
3: ASsing ← the set of singleton attractors of S
4: AStype1 ← the set of type1 attractors of S
5: AStype2 ← the set of type2 attractors of S
6: AG ← ASsing ∪ AStype1
7: while AStype2 6= ∅ do
8: Randomly remove a type2 attractor attS from AStype2
9: if attS does not reach in G(G) any attractor in AStype2 ∪ AG then
10: AG ← AG + FRG(attS) {a new attractor}
11: end if
12: end while
13: return AG

Finally, we formally prove the correctness of filtBDD.

Theorem 3.4.3. The result of filtBDD is correct, i.e., it finds correctly all attractors of
a GABN G.

Proof. First, the set of attractors AG is initialized the set of singleton and type1 attractors
of the SBN S. Based on Lemmas 3.3.2 and 3.3.3, we have that the result of filtBDD
contains exactly all singleton and type1 attractors of the GABN G (*).

Second, in the case that attS reaches in G(G) an attractor in AStype2 ∪ AG (say att),
FRG(attS) is not added to AG. However, by the definition of an attractor, if attS belongs
to an attractor of G, then att also belongs to this attractor. By Theorem 3.3.1, when
AStype2 becomes empty, AG contains all attractors of G (**).

In addition, let FS be a new attractor found in filtBDD (i.e., FRG(attS) in Line 10
of Algorithm 3). FS is a new attractor because FS is not already in AG. Otherwise,
FS ∈ AStype2 ∪ AG that is contrary to the condition in Line 9 of Algorithm 3. Assume
that FS is not an actual new attractor of G. Then, FS must contain an attractor of G.
Since AStype2 ∪ AG always keeps the found attractors and remains possible attractors by
Theorem 3.3.1, we have FS must contain an element of AStype2 ∪ AG. That is contrary to
the condition in Line 9 of Algorithm 3. Hence, FS is an actual new attractor of G (***).

From (*), (**), and (***), we can conclude the proof.

3.4.4 Evaluation

We have implemented the three proposed algorithms. The implementation is in JAVA
language and uses JDD library [112] for BDD manipulation. We then conducted exper-
iments to compare the performance of these algorithms. Since the correctness of these
algorithms has been proved, the evaluation metric is here computational time.

All the experiments were conducted in a computer whose environment is CPU: Intel
Core i7 2.4 GHz, Memory: 16 GB, Windows 10 Home 64 bit. We used two sets of models.
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The real biological networks that were obtained from the literature include the budding
yeast cell cycle regulation [113], the mammalian cell cycle regulation [114], the fission
yeast cell cycle regulation [113], the T-helper cell differentiation [115], and the T-cell
receptor signaling pathway [116]. The artificial networks are randomly generated with
Bool Net R package [117].

Table 3.1 shows experimental results on real biological networks. ”-” denotes the
case in which the algorithm failed to detect attractors due to OOM. Columns 1, 2, and 3
denote the name of the network, the number of nodes of the network, and the number and
size of attractors computed by the considered algorithms, respectively. In columns 7, 8,
and 9, we show the computational time (in seconds) of the three algorithms, respectively.
There are two remarks obtained from this table. First, FR-BR-BDD-2 is always better
than FR-BR-BDD-1 in four per five networks (except the T-cell receptor network in
which both FR-BR-BDD-1 and FR-BR-BDD-2 failed to obtain the result). Second,
filtBDD is insignificantly better than FR-BR-BDD-1 and FR-BR-BDD-2 in the four
networks. The reason may be due to small numbers of nodes or small attractors. However,
filtBDD outperforms both FR-BR-BDD-1 and FR-BR-BDD-2 in the T-cell receptor
network (a network with a larger number of nodes). Specifically, FR-BR-BDD-1 and
FR-BR-BDD-2 failed to obtain the result, whereas filtBDD succeeded in only 0.171
seconds.

Table 3.1: Experimental results of FR-BR-BDD-1, FR-BR-BDD-2, and filtBDD on
real biological networks.

Name n Number × size
of attractors

FR-BR-BDD-1
(seconds)

FR-BR-BDD-2
(seconds)

filtBDD
(seconds)

Mammalian cell 10 1 × 1, 1 × 128 0.130 0.121 0.119
Fission yeast 10 13 × 1 0.122 0.119 0.129

Budding yeast 12 7 × 1 0.153 0.128 0.127
T-helper cell 23 3 × 1 214.361 0.190 0.197

T-cell receptor 40 8 × 1 - - 0.171

Table 3.2 shows experimental results on artificial networks. Column 1 stands for the
name of the network. Column 2 stands for the number and size of attractors computed
by the considered algorithms. In columns 7, 8, and 9, we show the computational time (in
seconds) of the three algorithms, respectively. From these results, we obtain three remarks
as follows. First, filtBDD outperforms both FR-BR-BDD-1 and FR-BR-BDD-2 in
all succeeded cases (i.e., these cases in which at least one algorithm succeeded to obtain
the result). Second, there exist some networks in which all three algorithms failed to
obtain the result, such as, the 33-node, 36-node, 37-node, and 39-node networks. The
reason is that the BDD size of the forward reachable set is too large, leading to OOM.
Finally, the performance of these algorithms depends on not only the number of nodes but
also the structure and Boolean functions of the network. For example, filtBDD failed
with the 36-node network but still succeeded with the 40-node network.
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Table 3.2: Experimental results of FR-BR-BDD-1, FR-BR-BDD-2, and filtBDD on
artificial networks.

Name Number × size of at-
tractors

FR-BR-BDD-1
(seconds)

FR-BR-BDD-2
(seconds)

filtBDD
(seconds)

20-node 2 × 6144, 2 × 12288 84.430 1.321 0.480
22-node 1 × 4194304 222.753 51.836 7.431
24-node 2 × 1 - 0.332 0.136
26-node 1 × 1048576 - 46.588 3.466
28-node 6 × 1 - 1.328 1.226
30-node 4 × 1 - - 14.674
31-node 1 × 4096, 1 × 8192 - - 6.083
32-node 4 × 128, 2 × 256 - - 212.927
33-node - - -
34-node 5 × 1 - - 81.797
35-node 2 × 32 - - 127.547
36-node - - -
37-node - - -
38-node 1 × 32 - 0.272 0.234
39-node - - -
40-node 4 × 6 - - 0.307

3.5 Near-Exact Algorithm Using SAT-Based Bounded

Model Checking

3.5.1 Algorithm filtSAT

filtBDD must first calculate forward reachable sets. This calculation may be extremely
long if the forward reachable sets are too large. Moreover, this calculation is based
on BDDs. Therefore, filtBDD may encounter OOM that is an inherent problem of
BDD-based methods. To overcome these problems, we here use SAT-based BMC [110]
for checking the reachability in GABNs without calculating forward reachable sets. In
addition, we do not need to calculate all states of an attractor; at least one state in the
attractor is enough. The reason is that we can enumerate the attractor by listing all
other states reachable from one state in this attractor. Then, we propose a SAT-based
algorithm called filtSAT for approximating attractors of a GABN.

Since filtSAT uses SAT-based BMC to check the reachability property, a good bound
d is important. The diameter of a graph is the length of the longest shortest path between
two states. In the field of model checking, it represents the smallest number of steps that
are needed to reach all reachable states. We here define a new concept called diameter
of attraction inspired by the concept of diameter in model checking. The diameter of
attraction of an STG is defined as the length of the longest shortest path from a state to
an attractor of the STG. Let dN denote the diameter of attractions of the STG of a BN
N . Consider the BN N shown in Example 2.1.1. Let S and G be the SBN and GABN
counterparts of N , respectively. Then, we have dS = dG = 1 (see Figure 2.1).
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s0 s1

s2

s3 s4

(a)

s0 s1

s2

s3 s4

(b)

Figure 3.1: A counter example for the claim that dS ≥ dG. (a) and (b) show parts of the
STGs of the SBN S and the GABN G, respectively. Herein, dS = 1 (the longest shortest
path is, for example, s2 → s0), whereas dG = 3 (the longest shortest path is, for example,
s0 → s1 → s2 → s3).

Obviously, d must be at least dG to ensure the completeness of checking the reachability
in the GABN G. However, dG is very hard to compute. Even to compute its upper bound
(the diameter of the STG of G), we need to use a graph algorithm that is polynomial in
the size of the STG or a Quantified Boolean Formula (QBF) [110]. Unfortunately, the
size of the STG of a GABN is exponential in its number of nodes and QBF is PSPACE-
complete. Hence, we need a bound that is good enough and easy to compute. Although
dS ≥ dG does not always hold (see Figure 3.1), dS may be used as an efficient bound
because of the following reasons. First, since the outdegree of a state in a GABN is high
and the STG of the GABN contains all arcs of the STG of its SBN counterpart, if the
reachability property actually holds then there is a high probability that the reachability
property holds with the bound dS . Second, dS can be easily computed in the process of
finding SBN attractors. This reason is justified in the last paragraph of this subsection.

Algorithm 4 shows the description of filtSAT. χ(F, si) is the characteristic formula
representing the set F of states in term of variables of state si. The characteristic formula
of a set of states is defined based on the characteristic formula of a state: χ(F, si) =∨

s∈F χ(s, si). The characteristic formula of a state s in term of variables of state si is
defined as χ(s, si) =

∧n
j=1(sij ↔ sj). For example, if att = {00, 11}, then χ(att, s0) =

(s0
1 ↔ 0∧s0

2 ↔ 0)∨(s0
1 ↔ 1∧s0

2 ↔ 1). The formula φ represents a path with length d from
a state in attS to a state in flatten(A∪AStype2). Since A∪AStype2 is a set of sets of states,
we need to flatten it into a set of states. If the path does not exist (i.e., SAT(φ) = false),
attS corresponds to an attractor of the GABN G and is added to A. Correspondingly,
the state s randomly picked from attS is added to F Gcomp. At Line 16 of Algorithm 4, we
use attS instead of FRG(attS) because (1) FRG(attS) may be very large and we may take
much time/memory for calculating it; (2) when known at least one state of an attractor,
we can easily calculate all its states if needed. This is also one of the differences between
filtSAT and filtBDD. Note that, by Lemmas 3.3.2 and 3.3.3, A can start with the set of
singleton and type1 attractors of the SBN S. This can improve the efficiency of filtSAT
by two reasons: (1) singleton and type1 attractors can be easily classified in the process
of finding SBN attractors; (2) we do not need to take time for checking the reachability
property for these attractors by solving φ.

The result of filtSAT includes AGsing (the set of singleton attractors of G), AGtype1 (the
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Algorithm 4 filtSAT

Input: A GABN G.
Output: AGsing, A

G
type1, F Gcomp.

1: Let S be the SBN counterpart of G
2: Compute all attractors of S
3: ASsing ← the set of singleton attractors of S
4: AStype1 ← the set of type1 attractors of S
5: AStype2 ← the set of type2 attractors of S
6: AGsing ← ASsing
7: AGtype1 ← AStype1
8: F Gcomp ← ∅
9: A← ASself ∪ AStype1
10: d← the diameter of attraction of S
11: while AStype2 6= ∅ do
12: Randomly remove a type2 attractor attS from AStype2
13: φpath ←

∧d−1
i=0 T (si, si+1)

14: φ← χ(attS , s0) ∧ φpath ∧ χ(flatten(A ∪ AStype2), sd)
15: if SAT(φ) = false then
16: A← A ∪ attS
17: Randomly pick a state s in attS

18: F Gcomp ← F Gcomp ∪ {s}
19: end if
20: end while
21: return AGsing, A

G
type1, F Gcomp

set of type1 attractors of G), and F Gcomp (a set of states of G). We say that F Gcomp covers
an attractor att if there is a state in F Gcomp such that this state belongs to att (formally,
F Gcomp ∩ att 6= ∅). F Gcomp is expected to cover exactly all the complex attractors of G (i.e.,
∀att ∈ AGcomp, F

G
comp ∩ att 6= ∅ and |AGcomp| = |F Gcomp|). Theorem 3.5.1 guarantees that all

the attractors of a GABN are always found by filtSAT. However, the result of filtSAT
may contain some redundant or spurious attractors (see Case 1-A and Case 1-B in the
proof of Theorem 3.5.1, respectively). Case 1-A and Case 1-B occur when attS reaches
A ∪ AStype2 but SAT(φ) = false holds because the bound d is not high enough. If Case
1-A and Case 1-B never occur, filtSAT can find exactly all attractors of the GABN. In
this case, we have a one-to-one correspondence between F Gcomp and AGcomp (i.e., the set of
complex attractors of G).

Theorem 3.5.1. Let G be a GABN. Then, all the attractors of G are covered by the result
obtained by applying filtSAT to G.

Proof. By Lemmas 3.3.2 and 3.3.3, the result of filtSAT contains all singleton and type1
attractors of G. Hereafter, we only consider complex attractors of G.

After finishing Lines 1-10 of Algorithm 4, any complex attractor of G contains at least
one SBN attractor in A ∪ AStype2 by Theorem 3.3.1 (*). In the first iteration of the while
loop (Lines 11-20 of Algorithm 4), we have all the possible cases as follows.
Case 1: SAT(φ) = false. Obviously, (*) still holds because A ∪ AStype2 is not changed.
However, there are two possible subcases that may make the result of filtSAT incorrect.
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Case 1-A: attS is contained in an attractor attG of G and there is an att′ ∈ A contained
in attG. Then, attS will be a redundant attractor.
Case 1-B: attS is not contained in any attractor of G. Then, att will be a spurious
attractor.
Case 2: SAT(φ) = true. By the theory of bounded model checking, attS reaches A∪AStype2
in the STG of G. There are all two possible subcases.
Case 2-A: attS is contained in an attractor attG of G. There is an att′ ∈ A ∪ AStype2 such
that att′ ⊆ FRG(attS). att′ ⊆ attG because FRG(attS) = attG. Thus, (*) still holds.
Case 2-B: attS is not contained in any attractor of G. Obviously, (*) still holds.

We obtain that (*) is preserved after finishing the first iteration. Similarly, (*) is also
preserved after finishing the last iteration. Now, AStype2 = ∅, thus any complex attractor of
G contains at least one attractor in A. Since the attractors of G are pairwise disjoint, an
attractor in A cannot be contained in two attractors of G. Hence, A covers all the complex
attractors of G. Correspondingly, F Gcomp covers all the complex attractors of G.

Let l be the number of type2 attractors of the SBN S (i.e., l = |AStype2|). Obviously, the
number of iterations of filtSAT is always l. Since filtSAT is an SAT-based algorithm, its
efficiency obviously depends largely on the number of variables and the number of clauses
of the formula φ. From the description of filtSAT, the number of variables is n × d. It
is hard to estimate exactly the number of clauses because we cannot estimate exactly the
characteristic formulas of attS and flatten(A ∪AStype2). However, we can realize that the
number of clauses is proportional to n× l×d. Hence, the efficiency of filtSAT depends on
not only the network size but also the number of SBN type2 attractors and the diameter
of attraction. Note that, as many previous methods for BNs, the efficiency of filtSAT
also depends on the Boolean functions.

Finally, we discuss two possible methods for calculating dS . Let ALG be the algorithm
for finding SBN attractors. dS can be easily calculated in the running of ALG. If ALG is
a BDD-based method (e.g., [43]) then dS = max{t|t is the number of iterations in a call
of the backward set funtion}. If ALG is an SAT-based method (e.g., [44]) then dS can be
calculated by a simple procedure as follows. First, p← pstart and atts← the set of states
flattened from all the attractors of S. Second, if there exists a path of length p from s0 to
sp such that sp 6∈ atts, then p← p+step and go back to the first step. Otherwise, dS ← p
and the procedure terminates. In this dissertation, we use the SAT-based method by [44]
for finding SBN attractors. If we set pstart ← 1 and step ← 1, we can get exactly the
value of dS . However, the computational time of this procedure may be long because the
number of iterations is dS . Therefore, we empirically set pstart ← min(pd/2, 20), where
pd is the depth of unfolding (see [44]) and step ← 2. Herein, an upper bound of dS is
obtained.

3.5.2 Evaluation

We have implemented the proposed SAT-based method filtSAT. The implementation is
in JAVA language, uses JDD library [112] for BDD manipulation, and uses Z3 [118] as
the SAT solver. We then conducted experiments to evaluate the performance of filtBDD
and filtSAT. Note that each of these algorithms includes two steps: the first step is
the computation of SBN attractors and the second one is the computation of GABN
attractors. The evaluation metric is only the computational time of the second step
because filtBDD and filtSAT use the same algorithm for the first step. An SBN is

27



3.5. NEAR-EXACT ALGORITHM USING SAT-BASED BOUNDED MODEL
CHECKING

much simpler than its GABN counterpart. Therefore, the time limit for the overall was
set to three hours, whereas the time limit for the fist step was set to two hours.

All the experiments were run on a computer whose environment is CPU: Intel Core
i7 2.4 GHz, Memory: 16 GB, Windows 10 Home 64 bit. We used two sets of Boolean
networks. The first set includes 25 BNs of 25 real biological networks obtained from [119].
The second set includes random BNs generated with Bool Net R package [117]. Note
that a JAVA program will release OOM when it tries to allocate amount of memory
exceeding the available heap space. In our experiments, when we set the heap size to
4 GB, filtSAT never met OOM, whereas filtBDD met that before exceeding the time
limit in some of the BNs. Therefore, we here set the heap size to 6 GB. With this heap
size, both filtBDD and filtSAT never met OOM before exceeding the time limit.

Table 3.3 shows experimental results on the BNs of the real biological networks.
Columns 1 and 2 denote the name and the number of nodes of the network (i.e., n), re-
spectively. Column 3 denotes the number of singleton and type1 attractors (a1). Columns
4 and 6 denote the numbers of GABN attractors computed by filtBDD and filtSAT, re-
spectively. Columns 5 and 7 denote the computational time (in seconds) of filtBDD and
filtSAT, respectively. ”-” denotes the case of timeout. We here omit the 12/25 networks
in which both filtBDD and filtSAT failed to compute SBN attractors within two hours.
These 12 networks include Signaling pathway for Butanol Production (n = 66), CD4 T
Cell Signaling (n = 188), EGFR & ErbB Signaling (n = 104), Glucose Repression Signal-
ing 2009 (n = 73), HGF Signaling in Keratinocytes (n = 68), IL-1 Signaling (n = 118),
IL-6 Signaling (n = 86), Influenza A Virus Replication Cycle (n = 131), Lymphopoiesis
Regulatory Network (n = 81), Signal Transduction in Fibroblasts (n = 139), Signaling in
Macrophage Activation (n = 321), and Yeast Apoptosis (n = 73).

From Table 3.3, we report two observations as follows. First, in the 7/13 networks
in which both filtBDD and filtSAT succeed to obtain the result within three hours,
the numbers of GABN attractors computed by filtBDD and filtSAT are the same. In
addition, the computational time of filtSAT and filtBDD is comparable. Second, in all
the 6/13 remaining networks, filtSAT succeeded to obtain the result within three hours,
whereas filtBDD failed. In particular, for Bordetella Bronchiseptica, we can use some
theoretical results previously presented to reason the number of GABN attractors. Let a3

be the number of GABN attractors. Then, a3 ≥ a1 by Lemmas 3.3.2 and 3.3.3. Let aSAT

be the number of attractors computed by filtSAT. Then, a3 ≤ aSAT by Theorem 3.5.1.
If a1 = aSAT , we can imply that a3 = aSAT . Herein, a1 = aSAT = 3, hence a3 = 3, i.e., the
number of attractors computed by filtSAT is correct. These observations are evidence
for the effectiveness of filtSAT as compared to filtBDD.

Next, we randomly generated a set of BNs with network size n in the set {40, 50, 60,
70, 80, 90, 100, 200, 300, 400}. For each network size, five instances of N -K BNs [22]
and five instances of scale-free BNs [120] were generated. N -K and scale-free BNs are
two popular topology-based variations of BNs. In an N -K BN, each node has exactly
K input nodes. In a scale-free BN, the number of input nodes for each node follows the
scale-free Zeta distribution [120]. We set the maximum number of input nodes for each
node to three for scale-free BNs and K = 2 for N -K BNs. In total, we have 100 random
BNs.

Tables 3.4 and 3.5 show the experimental results on the randomly generated N -K and
scale-free BNs, respectively. We omit the 38/100 BNs in which both filtBDD and filtSAT
failed to compute SBN attractors within two hours. Almost of these BNs are N -K BNs

28



3.5. NEAR-EXACT ALGORITHM USING SAT-BASED BOUNDED MODEL
CHECKING

Table 3.3: Experimental results of filtBDD and filtSAT on real biological networks.

filtBDD filtSAT
Network name n a1 # atts time (s) # atts time (s)
Bordetella Bronchiseptica 33 3 - - 3 0.5
T-Cell Signaling 2006 40 7 - - 8 0.8
Apoptosis Network 41 0 8 3.3 8 8.9
Guard Cell Abscisic Acid Signaling 44 16 28 6.9 28 19.3
Stomatal Opening Model 49 48 48 0.2 48 0.5
Senescence Associated Secretory Phe-
notype

51 15 17 0.8 17 3.0

B Bronchiseptica and T Retortaeformis
Coinfection

53 30 30 34.8 30 8.8

MAPK Cancer Cell Fate Network 53 12 - - 18 13.6
T-LGL Survival Network 2011 60 118 - - 142 43.3
PC12 Cell Differentiation 62 3 3 0.2 3 0.4
Bortezomib Responses in U266 Human
Myeloma Cells

67 83 83 0.4 83 26.4

Colitis-Associated Colon Cancer 70 2 - - 5 113.7
T Cell Receptor Signaling 101 112 - - 128 21.5

(even with n = 100). It is reasonable because the method for finding SBN attractor [44]
is known inefficient for large-scale BNs with a relatively large average degree (i.e., average
number of input nodes). Column ”network name” denotes the name of the BN following
the format n-i-instance number for N -K BNs or n-s-instance number for scale-free BNs.
Columns ”l” and ”a1” denote the number of type2 attractors and the number of singleton
and type1 attractors of the SBN, respectively. Column ”# attractors” denotes the number
of GABN attractors, whereas Column ”time (s)” denotes the computational time (in
seconds). We classify the experimental results into four cases including Case 1: both
filtBDD and filtSAT succeeded to detect all GABN attractors within three hours; Case
2: filtBDD failed to detect all GABN attractors, whereas filtSAT succeeded to detect
those within three hours; Case 3: filtSAT failed to detect all GABN attractors, whereas
filtBDD succeeded to detect those within three hours; and Case 4: both filtBDD and
filtSAT failed to detect all GABN attractors within three hours. In total, we have 19/62
BNs of Case 1, 43/62 BNs of Case 2, 0/62 BN of Case 3, and 0/62 BNs of Case 4. From
these results, we report two observations as follows. These observations are evidence for
the effectiveness of filtSAT as compared to filtBDD.

First, in each BN of Case 1, the numbers of GABN attractors computed by filtSAT
and filtBDD are the same. This is evidence for the accuracy of filtSAT. In addition,
the computational time of filtSAT and filtBDD is comparable. Note that, in some
large-scale BNs (e.g., 90-i-4, 90-s-4, 300-s-3), l = 0 means that the GABN has no complex
attractors and filtBDD did not need to compute any forward reachable sets.

Second, in the 43 BNs of Case 2, filtSAT can handle large-scale networks (e.g., 300-
s-4, 400-s-1) and even large-scale networks with a relatively large average degree (e.g.,
80-i-5, 90-i-1). Furthermore, in the 9/43 networks (50-i-3, 60-i-1, 70-i-3, 80-i-5, 50-s-4,
70-s-3, 80-s-4, 200-s-3, 400-s-5), we can show that the result of filtSAT is correct by using
the reasoning that has already presented in the analysis of the experimental results on
real biological networks.
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Table 3.4: Experimental results of filtBDD and filtSAT on N -K networks.

filtBDD filtSAT
network name l a1 # attractors time (s) # attractors time (s)
40-i-2 1 0 1 0.2 1 0.3
40-i-5 1 1 1 2.0 1 0.3
40-i-4 2 1 3 8.2 3 0.5
40-i-3 5 0 - - 1 1.0
40-i-1 10 2 2 0.8 2 3.1

50-i-2 4 1 1 36.4 1 2.0
50-i-4 6 0 4 0.3 4 3.7
50-i-5 6 0 - - 1 4.6
50-i-3 7 2 - - 2 3.1
50-i-1 32 0 2 221.1 2 28.8

60-i-3 3 0 - - 1 3.3
60-i-5 7 1 - - 2 11.1
60-i-2 8 4 4 4.2 4 3.8
60-i-4 13 0 - - 2 9.9
60-i-1 16 2 - - 2 12.7

70-i-4 0 1 1 0.2 1 0.2
70-i-3 3 1 - - 1 3.1
70-i-2 9 1 - - 2 9.1

80-i-3 4 0 - - 1 12.6
80-i-2 7 1 - - 2 9.4
80-i-5 14 3 - - 3 16.5
80-i-4 18 0 - - 3 22.4

90-i-4 0 3 3 0.3 3 0.4
90-i-3 2 0 - - 1 1.8
90-i-1 5 0 - - 1 2615.7

Moreover, as previously mentioned, there are some variables that may affect the ef-
ficiency of filtSAT such as the network size (i.e., n) and the number of SBN type2
attractors (i.e., l). From the experimental results, we can obtain the correlation between
l and the computational time of filtSAT. We observed the computational time of filt-
SAT for the BNs with the same n and the same form of network topology (scale-free
or N -K). In general, the computational time of filtSAT increases as l increases (see
Tables 3.4 and 3.5). It is reasonable because the number of iterations of filtSAT is equal
to l. This correlation suggests us that if we can early exclude from the filtering set (i.e.,
AStype2) the SBN attractors that cannot be in any GABN attractor, we can significantly
reduce the computational time of filtSAT. This is one of our future work.
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Table 3.5: Experimental results of filtBDD and filtSAT on scale-free networks.

filtBDD filtSAT
network name l a1 # attractors time (s) # attractors time (s)
40-s-2 8 0 - - 1 2.4
40-s-1 13 7 7 0.2 7 2.1
40-s-4 28 5 6 728.0 6 5.6
40-s-5 40 0 - - 4 5.4
40-s-3 208 0 - - 2 104.0

50-s-2 2 0 - - 2 0.3
50-s-5 2 0 - - 1 0.4
50-s-3 11 1 - - 2 2.5
50-s-4 24 4 - - 4 4.9
50-s-1 240 0 8 3004.6 8 2314.4

60-s-3 3 0 - - 1 0.7
60-s-4 8 0 - - 2 1.8
60-s-5 11 0 - - 2 11.2
60-s-1 152 0 - - 1 351.9
60-s-2 422 5 - - 6 991.8

70-s-1 8 8 8 0.2 8 4.4
70-s-4 10 4 4 0.4 4 3.5
70-s-3 38 4 - - 4 27.6
70-s-2 265 1 - - 3 742.4

80-s-1 8 0 1 212.9 1 6.5
80-s-2 48 0 - - 2 14.3
80-s-4 212 4 - - 4 568.2

90-s-4 0 1 1 0.2 1 0.2
90-s-5 2 0 - - 1 1.3
90-s-1 24 0 - - 2 29.8
90-s-3 24 0 2 0.5 2 30.7
90-s-2 675 1 - - 2 8565.0

100-s-1 8 0 - - 1 14.1
100-s-2 24 2 - - 4 31.0
100-s-5 24 0 - - 1 31.7
100-s-3 486 12 - - 16 2400.5

200-s-3 3 1 - - 1 31.4

300-s-3 0 2 2 0.2 2 0.6
300-s-4 24 0 - - 2 727.3

400-s-2 32 0 - - 1 2275.6
400-s-5 36 4 - - 4 2247.4
400-s-1 204 0 - - 8 10034.0
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3.6 Relations in Dynamics between GABNs and Asyn-

chronous Boolean Networks

3.6.1 Relations

Proposition 3.6.1. Let A be an ABN and G be its GABN counterpart. Then A and G
have the same set of singleton attractors.

Proof. This proposition immediately holds because any type of BNs has the same set of
singleton attractors [14].

Proposition 3.6.2. Let A be an ABN and G be its GABN counterpart. Then A and G
have the same set of type1 attractors.

Proof. Let att1 be a type1 attractor of A. Let s be an arbitrary state in att1 and s′ be
its successor (excluding s). Since s and s′ differ in exactly one bit (say the ith bit), only
node xi changes its value. Thus, the updating of some nodes in G changes the ith bit
(node xi is in the set of updated nodes) or no bit (node xi is not in the set of updated
nodes) of s. This implies that FIG({s}) = {s, s′}. Since s is arbitrary, att1 is also a type1
attractor of G (*).

Let att2 be a type1 attractor of G. Let s be an arbitrary state in att2 and s′ be a
successor state (excluding s) of s. Then FIG({s}) = {s, s′}. Since G can update any
number of nodes synchronously, we have FIA({s}) ⊆ FIG({s}). FIA({s}) = {s′} or
FIA({s}) = {s, s′} because if FIA({s}) = {s} then FIG({s}) = {s}. Since s is arbitrary,
att2 is also a type1 attractor of A (**).

From (*) and (**), we can conclude the proof.

Proposition 3.6.3. Let A be an ABN and G be its GABN counterpart. Then FRA({s}) ⊆
FRG({s}) holds for any state s of A.

Proof. Since G can update any number of nodes synchronously, we have FIA({s}) ⊆
FIG({s}) for any state s. By the definition of a forward reachable set, we obtain
FRA({s}) ⊆ FRG({s}).

Theorem 3.6.1. Let A be an ABN and G be its GABN counterpart. Then there exists a
mapping m : AG → AA with m(att) ⊆ att for all att ∈ AG and m(att1) 6= m(att2) for all
att1, att2 ∈ AG, att1 6= att2. Intuitively, every attractor of G contains at least one attractor
of A.

Proof. Let att be an attractor in AG and s ∈ att. Clearly, FRG({s}) = att. By Proposi-
tion 3.6.3, FRA({s}) ⊆ FRG({s}). Thus, FRA({s}) ⊆ att.

Clearly, there is an attractor att′ ∈ AA such that att′ ⊆ FRA({s}). Thus, att′ ⊆ att.
Now, we can choose the mapping m : AG → AA such that m(att) = att′. Note that since
att′ may be not unique, the mapping m may not be uniquely determined.

Since attractors are pairwise disjoint, m(att1) 6= m(att2) for all att1, att2 ∈ AG, att1 6=
att2. Therefore, we can conclude the proof.

Corollary 3.6.1. The number of attractors of an ABN is greater than or equal to that of
its GABN counterpart.
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Proof. Let A be an ABN and G be its GABN counterpart. We show that |AA| ≥ |AG|.
By Theorem 3.6.1, there is a mapping m : AG → AA with m(att) ⊆ att for all att ∈ AG

and m(att1) 6= m(att2) for all att1, att2 ∈ AG, att1 6= att2. Obviously, m is an injection.
Hence, |AA| ≥ |AG|.

We here report an example (Example 3.6.1) for the inequality case of Corollary 3.6.1.
However, we observed that the equality case of Corollary 3.6.1 happens in most cases (see,
e.g., [5]). This suggests us to propose an efficient method for approximating the attractors
of an ABN based on the attractors of its GABN counterpart.

Example 3.6.1. Consider a BN of three nodes associated to three variables (x1, x2, x3).
Its Boolean functions are given by

f1 = (x1 ∧ x2) ∨ (¬x1 ∧ ¬x2 ∧ x3) ∨ (¬x1 ∧ x2 ∧ ¬x3) ∨ (x1 ∧ ¬x2 ∧ ¬x3),

f2 = (¬x1 ∧ x2) ∨ (x1 ∧ ¬x2) ∨ (¬x1 ∧ ¬x2 ∧ ¬x3) ∨ (x1 ∧ x2 ∧ x3),

f3 = ¬x1 ∨ (x1 ∧ ¬x2) ∨ (x1 ∧ x2 ∧ ¬x3).

The STGs of the GABN and ABN counterparts of this BN are given in Figure 3.2a
and Figure 3.2b, respectively. As we can see, the ABN has two attractors ({011} and
{001, 101, 111, 110, 100}), whereas the GABN has only one attractor ({011}).

000

001

010

011

100 110

101 111

(a)

000

001

010

011

100 110

101 111

(b)

Figure 3.2: STGs of (a) the GABN counterpart and (b) the ABN counterpart of the BN
shown in Example 3.6.1.

3.6.2 Application

As presented in Section 3.5, we have proposed an efficient method called filtSAT for
finding attractors of GABNs. This method relies on the relations in dynamics between
a GABN and its SBN counterpart. Although the result of filtSAT may be incor-
rect, its accuracy has been justified by the experiments on real biological and randomly
generated networks. In particular, filtSAT can handle large-scale networks (e.g., the
T Cell Receptor Signaling network with n = 101 [119]).

Inspired by the effectiveness of filtSAT and the relations in dynamics between ABNs
and GABNs presented in the previous subsection, we propose an efficient method called
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ApproABN for approximating attractors of ABNs. The description of ApproABN is
given in Algorithm 5. AAsing and AAtype1 are simply equal to AGsing and AGtype1 by Proposi-
tion 3.6.1 and Proposition 3.6.2, respectively. We now make a long random walk on the
set F Gcomp. A random step of this random walk is a state transition corresponding to the
updating of a random node in the STG of A. By Proposition 3.6.3, each state of F Gcomp

will reach an attractor of A. In addition, if s, s′ ∈ F Gcomp belong to two different attractors
of G, then they reach two different attractors of A because attractors of a BN are pairwise
disjoint. Making random walk aims at making F Gcomp approach attractor states of A. In
practice, we empirically used Imax = n × 20 and found that it is enough to reach an
attractor of A. Finally, we obtain FAcomp as the set of states of A, and each state of FAcomp

is expected to represent (i.e., belong to) a complex attractor of A. FAcomp is sufficient
because starting from a state s of an attractor of A, we can enumerate another states of
this attractor by listing all other states reachable from s (i.e., FRA({s}), which can be
easily implemented by using BDDs [43]).

Algorithm 5 ApproABN

Input: An ABN A.
Output: AAsing, A

A
type1, FAcomp is a set of states of A.

1: G ← the GABN counterpart of A
2: Apply filtSAT to G
3: AAsing ← AGsing
4: AAtype1 ← AGtype1
5: FAcomp ← F Gcomp

6: i← 1
7: while i ≤ Imax do
8: Choose randomly a node xj ∈ {x1, ..., xn}
9: FAcomp ← FIAxj

(FAcomp)
10: i← i+ 1
11: end while
12: return AAsing, A

A
typ1, FAcomp

Hereafter, we shall discuss the correctness of ApproABN. The result of ApproABN
may be incorrect in some cases as follows. First, FAcomp may contain redundant states be-
longing to the same attractor of A because F Gcomp may contain redundant states belonging
to the same attractor of G (see Section 3.5). Second, FAcomp also may contain spurious
states that do not belong to any attractor of A because the random walk does not guaran-
tee always reaching attractor states. Last, some attractors of A may not appear in FAcomp

because the number of attractors of A may be larger than that of G by Corollary 3.6.1.
The analysis in the previous paragraph is negative. However, the following reasons

convince the accuracy of ApproABN. First, the accuracy of filtSAT has been justified
by the experiments on many real biological and randomly generated networks (see Sec-
tion 3.5). This means that the result of filtSAT does not contain spurious or redundant
states in most cases. Consequently, ApproABN will not contain redundant states in
most cases. Second, a long random walk with a sufficient Imax usually makes a state in
F Gcomp reach an attractor of A. Even a state in F Gcomp has already belonged to an attractor
of A. Last, the number of attractors of an ABN is equal to that of its GABN counterpart
in most cases. Consequently, ApproABN will not miss any complex attractor of A in
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most cases.
Finally, we discuss the time complexity of Algorithm 5. Since there are 22n different

Boolean functions with n variables, the representation of a Boolean function may need
O(2n) space. Herein, we follow two assumptions on Boolean functions used in BNs in-
cluding (i) each Boolean function can be represented in a polynomial amount of space
and (ii) evaluation of each Boolean function can be done in polynomial time. Algorithm 5
includes two parts. The first part is the filtSAT method. The second part is the long
random walk whose time complexity is obviously polynomial with respect to n. The time
complexity of filtSAT must be not polynomial with respect to n because the problem
of finding a singleton attractor was proved NP-hard [121]. Thus, the time complexity of
Algorithm 5 is equivalent to the time complexity of filtSAT. filtSAT uses Z3 [118] and
some other tools as subroutines. Since the time complexity of such tools is unclear, it is
difficult to analyze the time complexity of filtSAT. We leave the analysis of theoretical
or practical computational complexity of ApproABN as future work.

3.6.3 Evaluation

We have implemented ApproABN in a JAVA tool. This tool uses the JDD library [112]
for BDD manipulation and uses Z3 [118] as the SAT solver. We then conducted experi-
ments on real biological networks obtained from the literature to evaluate the effectiveness
of ApproABN. All the experiments were run on a virtual machine whose environment
is CPU: Intel(R) Xeon(R) Silver 4116 4x2.10GHz, Memory: 24 GB, CentOS 7 64 bit.

We applied ApproABN, genYsis [43], and CABEAN [49] to BNs of 32 real biolog-
ical networks whose sizes range from 19 to 101. The Boolean functions of these 32 BNs
only include CONJUNCTION, DISJUNCTION, and NEGATION operators. We chose
genYsis and CABEAN because they are exact and famous tools for finding attractors of
ABNs. We used the executable files of genYsis and CABEAN that are online available.
Note that the result of genYsis or CABEAN is a set of attractors (i.e., AA), whereas
the result of ApproABN includes a set of singleton attractors (i.e., AAsing), a set of type1
attractors (i.e., AAtype1), and a set of states (i.e., FAcomp). CABEAN requires to use a
network reduction technique that removes all the leaf nodes [49] of a BN. This reduction
technique fully conserves the attractors of an ABN [122]. To ensure the fairness of the
experiments, we also used this reduction technique for all the considered methods. Let n′

be the number of nodes of the reduced network. For finding SBN attractors, ApproABN
uses the SAT-based method by [44] if n′ > 65 and uses the decomposition-based method
by [50] otherwise. Finally, the time limit for each BN was 10 hours because the running
time may be very long for large-scale networks.

Table 3.6 shows the obtained results. Columns ”name” and ”n” denote the name
and the number of nodes of a BN, respectively. Column ”c” denotes the number of
type2 attractors of the SBN counterpart of a BN. For each method (i.e., ApproABN,
genYsis, or CABEAN), |A| denotes the numbers of attractors obtained, ”time” denotes
the running time (in seconds). For ApproABN, Column ”SBN time” represents the
running time (in seconds) for finding SBN attractors of filtSAT and Column ”Correct?”
indicates whether ApproABN did or did not find exactly all the attractors of the ABN.
Hereafter, we present the way for validating the result of ApproABN based on the result
of CABEAN or genYsis (i.e., AA). If CABEAN succeeded to find attractors within
the time limit, we would use its result. Otherwise, we would use the result of genYsis
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if it succeeded to find attractors within the time limit. In the case that both CABEAN
and genYsis failed to find attractors within the time limit, we cannot determine the
correctness of ApproABN (i.e., N/A). Let AAcomp = AA\(AAsing ∪ AAtype1). We define a
number m as m = |{att ∈ AAcomp|att ∩ FAcomp 6= ∅}|. If m = |FAcomp| and m = |AAcomp|,
then we can conclude that the result of ApproABN is correct (i.e., Yes). Otherwise, the
result of ApproABN is incorrect (i.e., No). From the obtained results, we here report
some remarks as follows.

First, there are 26/32 networks in which CABEAN or genYsis succeeded to find at-
tractors within the time limit. In all these networks (except the T Cell Receptor Signaling
network), the result of ApproABN is always correct. In the T Cell Receptor Signaling
network, genYsis only returned the number of attractors, AA was not obtained be-
cause there are some unmanageable large attractors. Hence, we cannot determine the
correctness of ApproABN for this network. However, |A| of genYsis is equal to |A|
of ApproABN. This result justifies the accuracy of ApproABN. Furthermore, since
the accuracy of filtSAT has been justified (see Section 3.5), |A| of ApproABN seems
to be equal to the number of attractors of the GABN in most cases. This consolidates
the observation that the number of attractors of an ABN is equal to that of its GABN
counterpart in most cases [14].

Second, in the ApoptosisNetwork, HumanMyelomaCells, remy tumorigenesis, and
T Cell Receptor Signaling networks, CABEAN failed to find attractors within the time
limit, whereas genYis and ApproABN succeeded. In these networks, the running time
of ApproABN is much less than that of genYsis. Especially in the
T Cell Receptor Signaling network with n = 101, the running time of ApproABN
is even less than one minute. In the 28/32 remaining networks, CABEAN almost
outperforms genYsis. Thus, we only compare CABEAN with ApproABN. In the
IL 6 Signalling networks, both CABEAN and ApproABN failed to find attractors
within the time limit. There is room for improvement. In the 5/28 networks (e.g.,
the ButanolProduction network with n = 66, the Colitis associated colon cancer net-
work with n = 70), CABEAN failed to find attractors within the time limit, whereas
ApproABN succeeded. In particular, the running time of ApproABN for the Coli-
tis associated colon cancer network is even less than 15 minutes. In the 22/28 remaining
networks, both CABEAN and ApproABN succeeded to find attractors within the
time limit. In these networks, the running time of ApproABN is comparable to that of
CABEAN. To sum up, these results are evidence for the time efficiency of ApproABN
as compared to genYsis and CABEAN.

Third, in some networks (e.g., the Colitis associated colon cancer and Inflammatory-
BowelDisease networks), we can see that most of the running time of ApproABN was
spent for finding SBN attractors and the time for finding SBN attractors is large. Even in
the IL 6 Signalling network, ApproABN failed to find SBN attractors within the time
limit. We can easily see the high impact of finding SBN attractors on the performance
of ApproABN. ApproABN uses the SAT-based method by [44] or the decomposition-
based method by [50] for finding SBN attractors. These methods may be inefficient for the
above networks. Using a more efficient method or efficiently combining multiple methods
for finding SBN attractors may be a potential improvement.

Finally, in some networks (e.g., the Bcell, HGF Signaling in Keratinocytes, Septa-
tion Initiation Network, and YeastApoptosis networks), the running time of ApproABN
is much longer than that of CABEAN. In the ButanolProduction network, ApproABN
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succeeded to obtain the result within the time limit, whereas both genYsis and CABEAN
failed. However, the running time is quite long (more than seven hours). We can see that
in these networks, the number of type2 attractors of the SBN counterpart is large. As
mentioned in Section 3.5, the number of iterations of filtSAT is equal to the number
of type2 attractors of the SBN counterpart. When this number is large, ApproABN
may be inefficient. Hence, excluding redundant SBN attractors before the filtering of
ApproABN may be a potential improvement.

3.7 Discussion

In this chapter, we have studied on several relations in dynamics between a GABN and its
SBN counterpart. Based on these relations as well as the dynamical properties previously
discovered, we have proposed three BDD-based algorithms for finding all attractors of
a GABN by using attractors of its SBN counterpart. The first algorithm (called FR-
BR-BDD-1) is inspired by the genYsis tool [98] that builds the total transition system
and then calculates backward reachable sets to find attractors of an ABN. The second
algorithm (called FR-BR-BDD-2) improves FR-BR-BDD-1 by building only partial
transition systems and calculating restricted backward reachable sets. The third algorithm
(called filtBDD) also builds partial transition systems like FR-BR-BDD-2, but it does
not calculate restricted backward reachable sets. This algorithm uses a filtering process.
Experiments were also conducted to compare the performance of these algorithms. The
experimental results show that filtBDD outperforms both FR-BR-BDD-1 and FR-
BR-BDD-2.

All FR-BR-BDD-1, FR-BR-BDD-2, and filtBDD must first calculate the forward
reachable set. The computation of the forward reachable set may be extremely long even
encounter OOM when the set becomes too large (usually when n is large). Hence, we
have then proposed a new method (called filtSAT) to overcome this problem. filtSAT
improves filtBDD by using SAT-based Bounded Model Checking (BMC) for checking the
reachability in GABNs. A new concept called diameter of attraction has been proposed
and used as a bound for the SAT-based BMC. Note that the result filtSAT is complete but
not sound, whereas the result of filtBDD is exact. That is, any attractor of an GABN will
be found by filtSAT but the result of filtSAT may contain spurious attractors. However,
the experimental results on both randomly generated and real biological networks confirm
the effectiveness (accuracy and efficiency) of filtSAT as compared to filtBDD.

Inspired by the above results, we have continued to explore relations in dynamics be-
tween GABNs and another popular type of BNs, ABNs. We have also obtained several
results that highlight the applications of the study on GABNs. First, we have formally
stated and proved several relations in dynamics between a GABN and its ABN counter-
part. These theoretical results not only contribute to the understanding of dynamics of
BNs but also can pave potential ways to analyze ABNs. We have developed a method
called ApproABN for efficiently approximating attractors of large-scale ABNs. We
have also conducted experiments on real biological networks obtained from the literature.
The experimental results justify the accuracy of ApproABN and the efficiency of Ap-
proABN as compared to the two state-of-the-art methods, genYsis and CABEAN.
Furthermore, these results also consolidate the observation that the number of attractors
of an ABN is equal to that of its GABN counterpart in most cases. This observation is
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useful in studying dynamics of Boolean networks.
In many BNs of our experiments, most of the running time is spent for finding SBN

attractors. Therefore, we can improve the proposed methods by using a more efficient
method or efficiently combining multiple methods for finding SBN attractors. It is poten-
tially possible because there have recently been many efficient methods (e.g., [48, 50]) for
attractor detection in SBNs. Moreover, the number of iterations of the filtering process
of filtSAT is equal to the number of type2 attractors of the SBN counterpart. filtSAT
may be inefficient when this number is large. Hence, excluding redundant SBN attrac-
tors before the filtering process of filtSAT may be a potential improvement to filtSAT
(consequently ApproABN). It is also interesting to analyze the theoretical or practical
computational complexity of the proposed methods.

Roughly speaking, a GABN can be an intermediate model between its SBN and ABN
counterparts. The relations in dynamics between GABNs and SBNs as well as between
GABNs and ABNs have been explored in this chapter. However, to our best knowledge,
there is no existing work linking the cyclic attractors of an SBN and those of its ABN
counterpart. Hence, exploring the connection between SBNs and ABNs is theoretically
interesting and one of our future work. Furthermore, we also plan to extend our obtained
results to those for multi-valued networks that are an extension of BNs where each node
can receive more than two values.
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Chapter 4

Attractor Detection in Large-Scale
Asynchronous Boolean Networks

4.1 Introduction

There are two main types of BNs usually used for modeling biological networks: Syn-
chronous BNs (SBNs) and Asynchronous BNs (ABNs). The updating scheme of SBNs
is that all the nodes are updated simultaneously at each time step [43]. The updating
scheme of ABNs is that only one node is randomly and uniformly selected in order to
be updated at each time step [43]. In biology, the updating process of each gene may
spend various time from fractions of a second to hours [9]. Moreover, the information
on time scales of components is usually lacking [9]. Hence, ABNs are considered more
suitable [9, 51] for representing various time scales as well as dealing with the lack of
knowledge on time scales. However, whereas many efficient algorithms and tools (see,
e.g., [43, 44, 47, 48, 50]) have been developed for attractor detection in SBNs, few meth-
ods (see, e.g., [43, 45, 49]) have been proposed for attractor detection in ABNs due to the
high complexity of the STG of an ABN. A more detailed literature review on computa-
tional methods for attractor detection in BNs is provided in Section 4.2. Moreover, the
efficiency of these few methods is strictly prevented when the ABN becomes large, e.g.,
the number of nodes is over 100. Therefore, it is important and interesting to develop
efficient methods that can handle larger ABNs.

Inspired by the principle of reducing dynamics by [45], we propose a new method
to handle attractor detection in ABNs, especially for large ones (e.g., networks of over
100 nodes). The main idea of our method is similar to the idea of [45]. However, we
here present several generalized and improved results in both theoretical and practical
aspects. We first state and prove several relations between a Feedback Vertex Set (FVS)
of the interaction graph of a BN and the dynamics of the BN (Section 4.3). From these
relations, we propose an FVS-based method for detecting all possible attractors of an
ABN (Section 4.4). Our approach relies on an FVS of this ABN to get a candidate set
of states such that each attractor of the ABN contains at least one state of this set. We
then filter out the candidate set by performing the reachability analysis on the ABN. Our
method includes several constituent steps. For each step, we formalize the corresponding
problems, analyze them, and propose efficient solutions for them. The correctness of our
method is formally proved. We also propose several preprocessing procedures to reduce
the computational burden but the correctness of our method is still preserved. The
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4.2. RELATED WORK

experimental results confirm the usefulness of the preprocessing procedures and are very
promising (Section 4.5).

Furthermore, we continue to propose an improved method that contains two substan-
tial enhancements to our method (Section 4.6). The first enhancement is a reasonable
combination of multiple previous techniques for checking the reachability in ABNs. The
second enhancement is to use an NFVS instead of an FVS to get the candidate set of
states. The theoretical foundation of this enhancement is a new theorem on a relation
between an NFVS of the interaction graph of an ABN and the dynamics of this ABN. We
also conduct experiments on various types of networks to evaluate the efficiency of the two
proposed enhancements. The experimental results show that the two enhancements are
effective and the improved method outperforms the original method. In particular, the
improved method can handle large networks with up to 1000 nodes in terms of randomly
generated networks and 321 nodes in terms of real biological networks.

4.2 Related Work

Attractor detection in BNs is a challenging problem that has been attracted much at-
tention from researchers in various fields, such as, systems biology, physics, mathematics,
formal methods. In this section, we briefly review several notably previous work related
to this problem.

The set of fixed points of a BN is invariant with respect to the updating scheme [14].
In other words, a BN and any its counterpart (e.g., ABN or GABN counterpart) have
the same set of fixed points. The computation of fixed points of a BN is also the simplest
case of the attractor detection in BNs. Many efficient methods [53, 127, 128, 129, 130]
have been proposed for this simplest case. Hereafter, we consider the general case of the
attractor detection in BNs, i.e., finding all possible attractors (fixed points and cyclic
attractors) of a BN.

Many algorithms and tools have been developed in the efforts to efficiently solve at-
tractor detection in BNs. For small networks (e.g., n ≤ 50), attractors can be simply
detected by various enumeration and simulation methods [47, 127, 131]. For larger net-
works, attractors can be efficiently detected with two techniques including BDDs and
SAT. In BDD-based methods [43, 98], the transition relation of a BN is encoded with
BDDs and the calculation of attractors exploits advantages of the efficient BDD opera-
tions. However, these methods still rely on the exhaustive traversal of the whole state
space, making their efficiency strictly prevented when the BN becomes large, e.g., n is
over 100. SAT-based methods [44, 93, 132] encode the attractor detection problem as a
satisfiability problem, then exploit the efficient implementation of SAT solvers. They can
handle larger networks within shorter time as compared to BDD-based methods. There
are also some methods [46, 47, 50, 127, 133] exploiting the relations between the network
structure and the network dynamics.

The above-mentioned methods are mainly designed for SBNs. Few methods have
been proposed in the efforts to efficiently solve attractor detection in ABNs. The first
effort is the BDD-based method [98] as an extension of that for SBNs. The authors
then improved this method by exploiting the relations between attractors of an ABN
and attractors of its SBN counterpart [43]. Their implemented tool (called genYsis)
has also been used widely in many research communities. There is also work [108] that

41



4.3. FEEDBACK VERTEX SETS AND BOOLEAN NETWORKS

slightly improves genYsis. In the field of formal methods, there are also some recent
work [134, 135] enhancing the BDD-based approach by symbolic state-space reduction
techniques. However, these methods [134, 135] are still basically based on the computation
of bottom SCCs of the STG of an ABN. This characteristic limits their efficiency. In 2011,
Skodawessely proposed a method [45] to detect ABN attractors based on FVSs and the
principle of reducing dynamics. This method seems to be promising but it can only
handle networks of up to 38 nodes. Recently, a decomposition-based method [49] was
proposed to deal with large ABNs. This method decomposes a large ABN into smaller
components (called blocks) based on the network structure, detects attractors in these
blocks, and then recovers the attractors of the original ABN. This method then was
enhanced by a technique for optimizing the decomposition of an ABN [136]. However,
the efficiency of the decomposition-based method largely depends on the sizes of the
decomposed blocks. Finally, we note that there are also several methods [52, 53, 54] for
approximating attractors of an ABN. Obviously, they however cannot guarantee finding
exactly all the attractors of an ABN.

4.3 Feedback Vertex Sets and Boolean Networks

We formally state and prove the below lemmas and theorems on relations between the
dynamics of a BN and its feedback vertex sets. Note that these lemmas and theorems do
not depend on the updating scheme of the BN.

Lemma 4.3.1. Let N be a BN whose interaction graph is acyclic. Then the STG of N
has no cycles.

Proof. We prove this lemma by using induction on the size n of N .
Let G be the STG of N . The case n = 1 is trivial since G has clearly only fixed points.

Assume that G has no cycles with n = k.
We consider the case n = k + 1. There exists a node xi without incoming arcs since

IG(N ) is acyclic. Then, xi is fixed, i.e., fi = ai, ai ∈ B. In a cycle of G, the value
of xi must not be changed since xi is always ai once its value receives ai. xi can be
either 0 or 1. Let fN1 , ..., f

N
k+1 be Boolean functions of N . Then, N1 = (V N1 , FN1)

and N2 = (V N2 , FN2) be two BNs of k nodes where V N1 = V N2 = V N\{xi}, fN1
j =

fNj (x1, ..., xi/ai, xi+1, ..., xk+1), fN2
j = fN

j (x1, ..., xi/(1 − ai), xi+1, ..., xk+1) (j ∈ {1, ..., k +
1}, j 6= i). Let G1 and G2 be the STGs of N1 and N2, respectively. Obviously, a cycle
of G corresponds to a cycle of either N1 or N2. Since the interaction graphs of N1 and
N2 are acyclic and have k nodes, G1 and G2 have no cycles by the induction hypothesis.
Therefore, G has no cycles.

Lemma 4.3.2. Let N be a BN and its STG be G. Let U be an FVS of the interaction
graph of N . Then G has no cycles such that the values of the nodes in U do not change
through these cycles.

Proof. We prove this lemma by contradiction and using Lemma 4.3.1.
Let n be the number of nodes of N . Without loss of generality, we reorder the nodes

of N such that U = {x1, ..., xk} and V N\U = {xk+1, ..., xn}.
Assume thatG has a cycle such that the values of the nodes in U do not change through

this cycle (*). That is, the values of xi (i ∈ {1, ..., k}) are fixed. Let xi = ai, ai ∈ B
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(i ∈ {1, ..., k}). Then, N ′ = (V N
′
, FN

′
) be a BN of n − k nodes, where V N

′
= V N\U ,

fN
′

j = fNj (x1/a1, ..., xk/ak, xk+1, ..., xn) (j ∈ {k + 1, ..., n}). Let G′ be the STG of N ′.
Obviously, G′ has a cycle by (*). IG(N ′) is acyclic because U is an FVS. Hence, G′ has
no cycles by Lemma 4.3.1. This is a contradiction. Therefore, G has no cycles such that
the values of the nodes in U do not change through these cycles.

Theorem 4.3.1. Let N be a BN and its STG be G. Let U = {xi1 , ..., xik} be an FVS of
N . Let B = {bi1 , ..., bik} be a set of Boolean values corresponding to the nodes of U . G′ is

the graph obtained by removing all arcs (x, x′) from G where
∨k

j=1(xij ↔ bij∧x′ij ↔ 1−bij)
(*) holds. This means an arc (x, x′) will be removed if it changes at least one node xij ∈ U
from bij to 1− bij . In other words, the value of a node xij ∈ U in a state in G′ is retained
if this value is equal to bij . With this meaning, we call B as a set of ”retained” values.
Then G′ has no cycles.

Proof. We prove this theorem by using Lemma 4.3.2 to show that all cycles of G disappear
in G′.

Let c be an arbitrary cycle of G. By Lemma 4.3.2, there is a node xi ∈ {xi1 , ..., xik}
such that xi changes its value through this cycle. Since c is a cycle of states, it must
contain an arc (x, x′) such that xi = bi and x′i = 1 − bi. (x, x′) satisfies (*) and will be
removed. Then, c will disappear in G′.

Since c is arbitrary, all cycles of G will disappear in G′. Hence, G′ has no cycles. In
other words, G′ has only fixed points.

Example 4.3.1. Consider a BN N of three nodes associated to three variables (x1, x2,
x3). Its Boolean functions are given by

f1 = x2 ∨ x3,

f2 = x1 ∧ ¬x2,

f3 = x1.

Let A be the ABN counterpart of N . Figured 4.1a and 4.1 show the interaction graph of
N and the STG of A, respectively.

x1x2 x3

+ +

+ +

−

(a)

000 001

010

100

011

111 101 110

(b)

Figure 4.1: (a) Interaction graph of the BN shown in Example 4.3.1. (b) STG of the ABN
counterpart of the BN shown in Example 4.3.1.
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000 001
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(a)

000 001
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100

011

111 101 110

(b)

Figure 4.2: Reduced STGs of the ABN counterpart of the BN shown in Example 4.3.1
corresponding to (a) U = {x1, x2}, b1 = 0, b2 = 0 and (b) U = {x1, x2}, b1 = 0, b2 = 1.

Theorem 4.3.1 shows that the reduced STG of a BN has only fixed points. For example,
let us consider the ABN A shown in Example 4.3.1. Suppose that U is {x1, x2}. If
B = {b1, b2} = {0, 0}, then G′ is as in Figure 4.2a. The removed arcs are (001, 101),
(010, 110), (011, 111), (100, 110), and (101, 111). Obviously, G′ has only fixed points.

Intuitively, the removal of arcs of the STG of the BN may only increase the number
of attractors; each attractor of the original STG contains at least one attractor of the
reduced STG. The relations between the original STG and the reduced STG are given in
Lemma 4.3.3 and Theorem 4.3.2.

Lemma 4.3.3. Let N be a BN and its STG be G. G′ is the graph obtained by removing
an arc (x, y) from G. Let A and A′ be the sets of attractors of G and G′, respectively.
Then, there exists a mapping m : A→ A′ with m(att) ⊆ att for all att ∈ A and m(att1) 6=
m(att2) for all att1, att2 ∈ A, att1 6= att2 (*).

Proof. We consider all two cases as follows.
Case 1: (x, y) is not in any attractor of G. Obviously, all attractors of G are still in

G′. Choose the mapping m such that m(att) = att for all att ∈ A.
Case 2: (x, y) is in an attractor of G. Since attractors are pairwise disjoint, (x, y) is

only in one attractor of G say att. Obviously, x ∈ att and y ∈ att. Let F be the forward
reachable set of x in G′ (i.e., the set of all states reachable from x). Then F ⊆ att. There
is an attractor att′ of G′ such that att′ ⊆ F . So, att′ ⊆ att. All attractors of A\{att}
of G are still in G′. Choose the mapping m such that m(s) = s for s ∈ A\{att} and
m(att) = att′. Moreover, let Fy be the forward reachable set of y in G′. Then Fy ⊆ att.
There is an attractor att′y of G′ such that att′y ⊆ Fy. So, we can also choose the mapping m
such that m(s) = s for s ∈ A\{att} and m(att) = att′y. Since att′ may be different to att′y,
the mapping m may not be uniquely determined. For example, consider the ABN of the
BN in Example 4.3.1. Its STG G is as in Figure 4.1b. We have A = {{000}, {101, 111}},
G′ = G− (111, 101). Then, A′ = {{000}, {111}}. Obviously, there is a mapping m where
m({000}) = {000} and m({101, 111}) = {111}.

From Case 1 and Case 2, there exists a mapping m : A → A′ with m(att) ⊆ att for
all att ∈ A. Since attractors are pairwise disjoint, m(att1) 6= m(att2) for all att1, att2 ∈
A, att1 6= att2. Hence, m satisfies (*).
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Therefore, we can conclude the proof.

Theorem 4.3.2. Let N be a BN and its STG be G. G′ is the graph obtained by removing
arcs from G. Let A and A′ be the sets of attractors of G and G′, respectively. Then, the
exists a mapping m : A → A′ with m(att) ⊆ att for all att ∈ A and m(att1) 6= m(att2)
for all att1, att2 ∈ A, att1 6= att2 (*).

Proof. We prove this theorem by using induction on p (the number of the removed arcs)
and using Lemma 4.3.3.

Without loss of generality, we order the removed arcs as e1, ..., ep, p ≥ 1. The base
case, p = 1, clearly holds. Indeed, there is a mapping m satisfying (*) by Lemma 4.3.3.
Assume that there is a mapping m satisfying (*) for all p ≤ k.

The inductive case, p = k + 1, also holds. G′ = G − {e1, ..., ek+1}. Let G′′ = G −
{e1, ..., ek} and A′′ be the set of attractors of G′′. By the induction hypothesis, we have
a mapping m1 : A → A′′ with m1(att) ⊆ att for all att ∈ A and m1(att1) 6= m1(att2) for
all att1, att2 ∈ A, att1 6= att2. G′ = G′′ − {ek+1}. By Lemma 4.3.3, we have a mapping
m2 : A′′ → A′ with m2(att) ⊆ att for all att ∈ A′′ and m2(att1) 6= m2(att2) for all
att1, att2 ∈ A′′, att1 6= att2. Choose m = m2 ◦m1. Clearly, m satisfies (*).

Therefore, we can conclude the proof.

Corollary 4.3.1. Let N be a BN and its STG be G. G′ is the graph obtained by removing
arcs from G. Let A and A′ be the sets of attractors of G and G′, respectively. Then,
|A′| ≥ |A|.

Proof. By Theorem 4.3.2, there is a mapping m : A → A′ with m(att) ⊆ att for all
att ∈ A and m(att1) 6= m(att2) for all att1, att2 ∈ A, att1 6= att2. Obviously, m is an
injection. Hence, |A′| ≥ |A|.

4.4 FVS-Based Method

From the relations presented in Section 4.3, we propose an FVS-based method (called
FVS-ABN) for finding all attractors (fixed points and cyclic attractors) of an ABN.
This method includes many constituent steps. We first show the general approach of
FVS-ABN. Then, we show each step in detail. More specifically, we formalize and
analyze the problems related to each step. Then, we propose methods to efficiently solve
these problems.

4.4.1 General Approach

The intuitive idea of FVS-ABN is as follows. Given an ABN A, let G be the STG of
A. FVS-ABN systematically removes arcs from G to obtain a new acyclic STG G′ (i.e.,
G′ contains only fixed points). Let F be the set of fixed points of G′. In G, FVS-ABN
then filters out F by using the reachability analysis on A. The obtained result is a set
of states that one-to-one corresponds to the set of attractors of A. This set is sufficient
because starting from a state s in an attractor, we can enumerate all other states of this
attractors by listing all states reachable from s. We can compactly represent FRA({s})
as a BDD [98] or a finite complete prefix [103]. Note that F also contains the set of fixed
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points of the original STG G (say Ffix). Hence, FVS-ABN can remove Ffix from F
before filtering the set F .

Algorithm 6 shows the description of FVS-ABN. Note that the result of Algorithm 6
is a set of states where each state represents (i.e., belongs to) an attractor of the ABN.
Let see an example as follows. Consider the ABN of the BN shown in Example 4.3.1.
Suppose that U = {x1, x2}, b1 = 0, b2 = 1. The reduced STG G′ is given as in Figure 4.2b.
Then, F = {000, 010, 111} and Ffix = {000}. After finishing Line 8 of Algorithm 6, we
obtain F = {010, 111} and A = {000}. Suppose that s = 010 in the first iteration of the
while loop (Lines 9-14 of Algorithm 6). Since 010 reaches 000 in G, 010 is not added to
A. In the next iteration, s = 111, and it is added to A because 111 does not reach in G
any state in A ∪ F = {000}. Finally, A = {000, 111}, where 000 represents the attractor
{000} and 111 represents the attractor {111, 101}.

Algorithm 6 FVS-ABN

Input: An ABN A.
Output: A set A of states of A.
1: Find an FVS U = {xi1 , ..., xik} of A
2: Choose a set B = {bi1 , ..., bik} of retained values corresponding to the nodes of U
3: Let G be the STG of A
4: Let G′ be the reduced STG with respect to U and B
5: F ← the set of fixed points of G′

6: Ffix ← the set of fixed points of G
7: F ← F\Ffix

8: A← Ffix

9: while F 6= ∅ do
10: Remove a state s from F
11: if s does not reach in G any state in A ∪ F then
12: A← A ∪ {s}
13: end if
14: end while
15: return A

Theorem 4.4.1. Algorithm 6 finds exactly all attractors of an ABN.

Proof. By Theorem 4.3.1, G′ has no cycles. This means F is the set of all attractors of
G′.

After finishing Line 8 of Algorithm 6, each attractor of G contains at least one state
in A ∪ F by Theorem 4.3.2 (*). Through the while loop (Lines 9-14 of Algorithm 6), the
property (*) is preserved. Indeed, in each iteration, if s reaches a state s′ in A ∪ F and s
is in an attractor att of G, then s′ is also in att by the definition of an attractor.

After finishing the while loop, each attractor of G contains at least one state in A (a)
because F = ∅. We show that A has no two states s and s′ such that s and s′ are in the
same attractor of G (b). Indeed, if s and s′ is in the same attractor of G, then s (resp.
s′) reaches s′ (resp. s). If s is traversed before s′, then s cannot be added to A. If s′ is
traversed before s, then s′ cannot be added to A. Moreover, there is no state s in A such
that s is not in any attractors (c). Indeed, if such a state s exists, it must reach at least

46



4.4. FVS-BASED METHOD

an attractor, implying that it reaches A ∪ F . Hence, s cannot be added to A. This is a
contradiction.

From (a), (b), and (c), we have that A one-to-one corresponds to the set of attractors
of G. Therefore, Algorithm 6 finds exactly all attractors of the ABN.

4.4.2 Computing Feedback Vertex Sets

FVS is an important concept in graph theory. The problem of finding a minimum FVS is
known to be NP-hard [100]. Some approximation algorithms have been developed [137] to
solve this problem. However, such algorithms are usually complicated or only applicable
for undirected graphs. Hence, we here use a simple greedy algorithm for finding an
(not necessarily minimum) FVS. This greedy algorithm relies on Strongly Connected
Components (SCCs).

We first recall some definitions on graphs and an observation on FVSs. Let IG(N ) =
(V,E) be the interaction graph of a BN N . Note that IG(N ) is a signed directed graph.
We only consider the unsigned version of IG(N ) that is obtained by: (1) removing the
sign in each edge of IG(N ); (2) merging edges that have the same starting and ending
vertices into one edge. An SCC c is trivial if c is made of a single vertex v and (v, v) 6∈ E,
and is non-trivial otherwise. A vertex v is a self vertex if (v, v) ∈ E. Note that, if v is a
self vertex, all FVSs of IG(N ) must contain v.

Algorithm 7 shows the description of our greedy algorithm. We here use Tarjan’s
algorithm [138] for finding the set of SCCs. Then, the set of non-trivial SCCs is easily
obtained. IG(N )[c] denotes the subgraph of IG(N ) induced by the set of vertices c.
IG(N ) − Vself is equivalent to IG(N )[V \Vself ]. The outdegree of a vertex is defined as
the number of edges starting from this vertex.

Algorithm 7 The FindFVS algorithm for finding an FVS

Input: A directed graph IG(N ) = (V,E).
Output: An FVS U of IG(N ).
1: U ← ∅
2: Vself ← the set of self vertices of IG(N )
3: U ← U ∪ Vself
4: IG(N )← IG(N )− Vself
5: C ← the set of non-trivial SCCs of IG(N )
6: while C 6= ∅ do
7: Randomly pick an SCC c from C
8: Pick a vertex v with the maximum outdegree from c
9: U ← U ∪ {v}
10: Cc ← the set of non-trivial SCCs of IG(N )[c\{v}]
11: C ← C ∪ Cc

12: end while
13: return U

4.4.3 Computing Fixed Points

First, we consider the problem of computing the set of fixed points of the original STG
G of the ABN (see Line 6 of Algorithm 6). Ffix can be easily computed by using BDDs.
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Specifically, Ffix can be represented as a BDD characterized by the propositional formula

n∧
i=1

(xi ↔ fi(x)).

Consequently, we can use SAT (All-SAT) to compute Ffix. In addition, we can also use
several other efficient methods [128, 129, 130] for solving this problem. For simplicity, we
here use BDDs and SAT. These techniques are enough for our experiments.

Second, we consider the problem of computing the set of fixed points of the reduced
STGG′ of the ABN (see Line 5 of Algorithm 6). We state this problem as in Problem 4.4.1.

Problem 4.4.1. Given an ABN A = (V A, FA), an FVS U of A, a retained set B. How
can we efficiently compute the set of fixed points of the reduced STG G′ with respect to U
and B?

In the ABN, a state s in G will become a fixed point in G′ if and only if the updating
of the node xi does not change si for all xi ∈ V A\U and the updating of the node xi does
not change si or changes si from bi to 1− bi for all xi ∈ U . Obviously, the set F of fixed
points of G′ can be characterized by a propositional formula. For example, consider the
ABN of the BN shown in Example 4.3.1. Suppose that U = {x1, x2}. Then, F can be
characterized by the formula

F char
U,B = {(x′1 ↔ x1) ∨ (x1 ↔ b1 ∧ x′1 ↔ 1− b1)}
∧ {(x′2 ↔ x2) ∨ (x2 ↔ b2 ∧ x′2 ↔ 1− b2)}
∧ (x′3 ↔ x3)

∧ (x′1 ↔ x2 ∨ x3) ∧ (x′2 ↔ x1 ∧ ¬x2) ∧ (x′3 ↔ x1),

where x and x′ denote the current state and the next state, respectively. Clearly, x′1, x
′
2, x
′
3

can be eliminated from F char
U,B . We obtain a new formula of F char

U,B whose variables are only
x1, x2, x3. Finally, we have

F char
U,B = {(x2 ∨ x3 ↔ x1) ∨ (x1 ↔ b1 ∧ (x2 ∨ x3 ↔ 1− b1))}
∧ {(x1 ∧ ¬x2 ↔ x2) ∨ (x2 ↔ b2 ∧ (x1 ∧ ¬x2 ↔ 1− b2))}
∧ (x1 ↔ x3).

We can generalize the formula F char
U,B as

F char
U,B =

{∧
xi∈U

[(fi(x)↔ xi) ∨ (xi ↔ bi ∧ fi(x)↔ 1− bi)]

}
∧

{∧
xi 6∈U

[fi(x)↔ xi]

}
.

Since U is an FVS, the value of xi 6∈ U is uniquely determined from the values of the
nodes of U . This means that we can obtain a formula that is equivalent to F char

U,B and
contains only the variables of the nodes in U . Thus, we can claim that |F | (the number
of fixed points of G′) is at most 2|U |. In real biological networks, the size of the minimum
FVS is often much smaller than n. Hence, |F | may be much smaller than the number of
possible states of the ABN (i.e., 2n) if we use a minimum FVS as U . Note that 2|U | is
only an upper bound of |F |, and |F | depends on both U and B. Hence, using a minimum
FVS may not ensure obtaining the smallest |F | (see Example 4.4.1).
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Example 4.4.1. Consider the ABN counterpart of the BN shown in Example 4.3.1. The
interaction graph of this ABN has three FVSs including {x1, x2}, {x2, x3}, and {x1, x2, x3}.
Herein, {x1, x2} and {x2, x3} two minimum FVSs. If we choose U = {x1, x2}, b1 = 0, b2 =
1, then |F | = |{000, 010, 111}| = 3. If we choose U = {x1, x2, x3}, b1 = 0, b2 = 0, b3 = 0,
then |F | = |{000, 101}| = 2.

The authors of [45] used an enumeration-based approach that exhausts all 2|U | possible
values of the nodes of U . However, since F char

U,B is a propositional formula, we can use
some techniques, such as, BDDs or SAT (All-SAT). BDDs are often inefficient for large
networks. In our method, we therefore use BDDs and All-SAT to calculate F for networks
with n ≤ 60 and n > 60, respectively.

Obviously, |F | depends on the value of the set B. Consider the ABN of the BN in
Example 4.3.1. If we choose U = {x1, x2}, b1 = 0, b2 = 0, then |F | = |{000, 101}| = 2 (see
Figure 4.2a). If we choose U = {x1, x2}, b1 = 0, b2 = 1, then |F | = |{000, 010, 111}| = 3
(see Figure 4.2b). We expect that |F | is as small as possible because the number of
iterations of Algorithm 6 is clearly equal to |F | − |Ffix| and |Ffix| is fixed with respect to
a given ABN. Hereafter, we consider the problem of efficiently setting the set B to obtain
this expectation (see Problem 4.4.2).

Problem 4.4.2. Given an ABN A = (V A, FA), an FVS U of A, a retained set B. Find
a value for the retained set B such that the set of fixed points of the reduced STG G′ is
minimum.

In Algorithm 6, F is the set of fixed points of the reduced STG G′. By the afore-
mentioned analysis, F can be represented as a propositional formula F char

U,B of n Boolean
variables x1, ..., xn and m Boolean parameters bi1 , ..., bim , where 0 ≤ m ≤ n. Prob-
lem 4.4.2 aims at finding an assignment b∗i1 , ..., b

∗
im to bi1 , ..., bim such that the number sat-

isfying assignments of F char
U,B (bi1/b

∗
i1
, ..., bim/b

∗
im) to x1, ..., xn (the number of fixed points)

is minimum. For example, consider the ABN of the BN in Example 4.3.1. Suppose that
U = {x1, x2}. Then, F can be characterized by the formula

F char
U,B = {((x2 ∨ x3)↔ x1) ∨ (x1 ↔ b1 ∧ (x2 ∨ x3)↔ 1− b1)}
∧ {((x1 ∧ ¬x2)↔ x2) ∨ (x2 ↔ b2 ∧ (x1 ∧ ¬x2)↔ 1− b2)}
∧ (x1 ↔ x3).

If (b∗1, b
∗
2) = (0, 0), then the number of satisfying assignments of F char

U,B (b1/b
∗
1, b2/b

∗
2) is 2, i.e.,

|F | = 2 (see Figure 4.2a). If (b∗1, b
∗
2) = (0, 1), then the number of satisfying assignments

of F char
U,B (b1/b

∗
1, b2/b

∗
2) is 3, i.e., |F | = 3 (see Figure 4.2b).

Problem 4.4.2 is related to the problem of counting the number of satisfying assign-
ments of a propositional formula that is known as a #P-complete problem. Here, we con-
sider the constructive version of Problem 4.4.2 (i.e., the output of Problem 4.4.2 includes
the optimal assignment to bi1 , ..., bim and the minimum number of satisfying assignments
to x1, ..., xn). Problem 4.4.2 seems to be an optimization problem whose measure function
is a #P function, thus it seems to be in Opt#P [139]. The proof would be very technical
and long. However, we can see that it is too hard to solve Problem 4.4.2. Hence, we here
use a heuristic method to solve it.

Let us see the characterized formula F char
U,B of F . Intuitively, we need to assign the most

evaluation of fik (k ∈ {1, ...,m}) to bik . a ∈ B is the most evaluation of a function f if the
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number of satisfying assignments on f ’s inputs of f ↔ a is greater than or equal to the
number of satisfying assignments on f ’s inputs of f ↔ 1−a. Assigning the most evaluation
of fik to bik makes the number of assignments to x1, ..., xn of (xik ↔ bik ∧fik(x)↔ 1− bik)
decreased. Since the number of assignments to x1, ..., xn of xik ↔ fik(x) does not depend
on bik , this rule can reduce the number of assignments to x1, ..., xn of {xik ↔ fik(x)∧(xik ↔
bik ∧ fik(x) ↔ 1 − bik)}. For example, the most evaluation of f1 = x2 ∨ x3 is 1 (from
the truth table, 1 (75%) and 0 (25%)), thus we assign 1 to b1. Similarly, b2 is assigned
to 0. Now, |F | is 2. The number of attractors of the ABN is 2, we thus obtain the
optimal value of |F | because the number of attractor of the ABN is a lower bound of |F |
by Theorem 4.3.2. Note that this idea follows a greedy manner, thus the optimality of
the solution is not guaranteed (see Example 4.4.2).

Example 4.4.2. Consider an ABN of three nodes (x1, x2, and x3). Its Boolean functions
are given by f1 = (¬x1∨¬x3)∧x2, f2 = ¬x1∨¬x2, f3 = ¬x2. Figures 4.3a and 4.3b denote
the interaction graph and the STG of the ABN, respectively. Suppose that U = {x1, x2}.
By the heuristic presented in the previous paragraph, we have b1 = 0, b2 = 1 and |F | =
|{010, 110}| = 2. However, if we choose b1 = 1, b2 = 1, we will obtain |F | = |{110}| = 1.

x1

x2 x3

−

+

−

−

−

−

(a)

000 010

001

110

011 111

101 100

(b)

Figure 4.3: An example ABN with its interaction graph (a) and its STG (b).

There is a small problem: How to efficiently calculate the most evaluation of fik?
Constructing a truth table of fik is a direct and simple way. However, when fik has many
input nodes, this way is inefficient because the number of rows of the truth table of fik is
2|IN (fik )|. Since fik can be encoded as a BDD, we can use the built-in SATCount function
in BDDs. The time complexity of SATCount is O(|IN (fik)|) [109]. In summary, we here
propose an algorithm for setting an assignment to B (see Algorithm 8). In this algorithm,
SATCount(fi) returns the number of satisfying assignments of fi. ctrue and cfalse denote
the numbers of assignments in which the values of fi are 1 and 0, respectively. In the for
loop, when ctrue = cfalse, we randomly assign either 1 or 0 to bi.

4.4.4 Preprocessing

As aforementioned in the previous subsection, the number of iterations of Algorithm 6
is equal to |F |. Note that all fixed points of the ABN have been excluded from F (see
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Algorithm 8 Algorithm for setting an assignment to B

Input: B = {bi1 , ..., bim}.
Output: An assignment (b∗i1 , ..., b

∗
im) to bi1 , ..., bim .

1: for all i ∈ {i1, ..., im} do
2: ctrue ← SATCount(fi)
3: cfalse ← 2|IN (fi)| − ctrue
4: if ctrue > cfalse then
5: b∗i ← 1
6: else if ctrue < cfalse then
7: b∗i ← 0
8: else
9: b∗i ← randomly either 1 or 0
10: end if
11: end for
12: return (b∗i1 , ..., b

∗
im)

Line 7 of Algorithm 6). It is better if we can reduce the size of F but still retain the cor-
rectness of FVS-ABN. With this motivation, we here propose a preprocessing that aims
at shrinking the set F . We name this preprocessing as Preprocessing-SSF (Shrinking
the Set F). In each iteration of Preprocessing-SSF, we choose randomly a node xi to
be updated. Then, F ← FIAxi

(F ), where FIAxi
(F ) is the forward image set of F of the

ABN A by updating node xi (see Section 2.1). Note that FIAxi
(F ) can be easily computed

by using BDDs (see [43]). The number of iterations can be empirically obtained. We
shall discuss this issue in more detail at the end of this subsection. Hereafter, we show
that Preprocessing-SSF preserves the correctness of Algorithm 6 by three following
properties of ABNs (see Propositions 4.4.1, 4.4.2, and 4.4.3). We omit the proofs of these
properties because they are obvious.

Proposition 4.4.1. Let F ′ be the forward image set of F by updating node xi. Then,
|F ′| ≤ |F |. In addition, two states of F may have the same next state by updating node
xi. In this case, we have |F ′| < |F |.

Proposition 4.4.2. If state s belongs to an attractor of the ABN, then s′ also belongs to
this attractor, where s′ is an arbitrary state reachable from s in the STG of the ABN.

Proposition 4.4.3. Let s be a state of the ABN A. Then, FRA({s′}) ⊆ FRA({s}),
where s′ is a next state of s in the STG of A.

Proposition 4.4.1 guarantees that the cardinilaty of F does not increase through these
iterations even may decrease. Proposition 4.4.2 guarantees that all cyclic attractors of
the ABN still appear in the set F , thus all attractors of the ABN still appear in A ∪ F .
Proposition 4.4.3 justifies the usefulness of Preprocessing-SSF for the next steps of
FVS-ABN because the forward reachable set of each state in F may be shrunk. Note
that after finishing iterative procedure, F may contain some fixed points of the ABN.
Hence, we need to again exclude the fixed points of the ABN from F , i.e., to again
perform Line 7 of Algorithm 6. Now, all attractors of the ABN still appear in A ∪ F .
Consequently, the correctness of FVS-ABN is retained.
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To illustrate Preprocessing-SSF, we continue with the ABN A of the BN shown in
Example 4.3.1. Assume that U = {x1, x2}, b1 = 0, b2 = 1. Then, F = {000, 010, 111}
(see Figure 4.2b). After finishing Lines 7 and 8 of Algorithm 6, we have F = {010, 111}
and A = {000}. Assume that the number of iterations of Preprocessing-SSF is 2.
Let I = 〈xi1 , xi2〉 denote the sequence of the updated nodes. If I = 〈x1, x2〉, then
F = {010, 111} → F = {110, 111} → F = {110, 101} (see Figure 4.1b). Obviously, the
cardinilaty of F does not increase and all the attractors ({000} and {101, 111}) still appear
in A ∪ F through these iterations. We have FRA({110}) = {110, 100, 000, 101, 111} and
FR({010}) = {010, 110, 100, 000, 101, 111}. Proposition 4.4.3 holds because FRA({110}) ⊆
FRA({010}). If we choose I = 〈x1, x3〉, then F = {010, 111} → F = {110, 111} → F =
{111} (see Figure 4.1b). In this case, the cardinilaty of F even decreases. In addition,
if we choose I = 〈x2, x3〉, then F = {010, 111} → F = {000, 111} → F = {000, 111}
(see Figure 4.1b). The cardinilaty of F is unchanged. However, after excluding the fixed
points from F again, we have F = {111}, i.e., the cardinilaty of F decreases.

Finally, we discuss how to set the number of iterations of Preprocessing-SSF (say
Imax). Obviously, we expect that Imax is good enough, i.e., Imax is not too large and the
cardinilaty of F after Preprocessing-SSF is as small as possible. Preprocessing-SSF
is optimal when the cardinilaty of F after Preprocessing-SSF is equal to the number
of cyclic attractors of the ABN. We set Imax based on the following intuitions. First,
if n increases (resp. decreases) then Imax should increase (resp. decrease). Second, if
|F | increases (resp. decreases) then Imax should increase (resp. decrease). Third, if
Ffix increases (resp. decreases) then Imax should decreases (resp. increases). Last, Imax

however should not exceed a threshold. Combining with running some sample networks,
we empirically set Imax as

Imax = min(2× n1.5 × |F |/(1 + |Ffix|), 5000),

where we use 1 + |Ffix| to deal with the case |Ffix| = 0.

4.4.5 Reachability Analysis

Reachability is a central problem in systems science. It is also the key task in our method.
In theory, the reachability in ABNs has been proved PSPACE-complete [105]. Thus, it
is difficult to solve this problem. However, in practice, there are various methods for
checking the reachability in ABNs. Since the set of states reachable from the starting
state may be very large, the explicitly depth-first search and breadth-first search manners
are inefficient. We need a more efficient approach. The use of BDDs on a breadth-first
search-based method is a better solution. However, it still meets the inherent problems of
BDDs [110] (e.g., extremely long computational time, OOM). SAT-based BMC [110] is an
efficient approach. However, it is incomplete unless we use a completeness threshold that
is usually very hard to compute even for the case of SBNs [44]. Note that an ABN has
high concurrency [105]. Hence, we can use an unfolding-based approach that is known
to be an efficient approach that exploits the concurrency of asynchronous systems [106].
Recently, some efficient approximation methods (e.g., Pint [140], ASPReach [141]) have
been proposed for checking the reachability in ABNs. The authors reported that these
methods can handle large-scale networks. However, they are of course incomplete. More-
over, in the experiments reported in [140, 141], the start and target states only cover a
small set of nodes. We here aim at proposing an exact and efficient method for finding
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all attractors of an ABN. Therefore, we focus on unfolding-based methods for checking
the reachability in ABNs.

The method for encoding an ABN as a 1-safe PN has been proposed [103]. Thus,
we can apply the algorithms [106] for checking the reachability in 1-safe PNs to those in
ABNs. Hereafter, we show how Line 11 of Algorithm 6 is performed. Obviously, we can
perform it by calling UnfReach(A, s, A∪F ). The description of the function UnfReach
is shown in Algorithm 9. However, there are two problems needed to be considered. First,
in the case that the reachability holds, we do not need to build the whole finite complete
prefix PU . Second, MF is a set of markings. It is too waste when calling Mole |MF | times
due to the standard function of Mole is to check only whether a given 1-safe PN reaches
a desirable marking.

To deal with these problems, we here propose a new method (called OnTheFlyMole)
based on an on-the-fly manner. Note that the authors of [103] have also used Petri net
unfoldings for checking the reachability in ABNs. However, they have not shown in detail
their method. Our method may be similar to the method by [103]. We first add new
transitions to P . A new transition corresponds to a marking in MF . For each transition
tm(m ∈MF ), we add new arcs from all places in m to tm. This means that when reaching
the marking m, tm is enabled. Then, in the process of building the finite complete prefix
PU , whenever at least one new transition is enabled (i.e., this transition will appear in PU)
we terminate the process and return true (i.e., reachable). When finishing the process,
we return false (i.e., unreachable). Mole also supports an on-the-fly manner. However, it
only deals with the case of one transition. Therefore, we have adjusted a little the source
code of Mole to implement our method.

Back to the UnfReach function, its special case is when F = ∅. For this case, we
simply return false (i.e., unreachable). When F 6= ∅, we set the corresponding mark-
ing of s in P (denoted by [[s]]P) as the initial marking of P and then simply call
OnTheFlyMole(P ,MF ), where MF is the set of markings of P corresponding to the
states in F of A.

Algorithm 9 UnfReach

Input: An ABN A, a state s, a set F of states.
Output: Whether s reaches F in the STG of A?
1: F ← Preprocessing-BCN(s, F )
2: if F = ∅ then
3: return false
4: else
5: P ← the encoded 1-safe PN of A
6: M0 ← [[s]]P
7: Set M0 as the initial marking of P
8: MF ← {[[x]]P |x ∈ F}
9: return OnTheFlyMole(P ,MF )
10: end if

The size of the built prefix of an encoded 1-safe PN may be very large. In this case,
the computation of finite prefixes may be intractable. To mitigate this issue, we first use
a preprocessing step in the UnfReach function. This preprocessing aims at checking
the reachability in an ABN without building its prefixes or at least reducing the number
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of target states (i.e., the states of F ). The optimal case is when F = ∅, implying that
s does not reach F in the STG of A. Hereafter, we only show the description of this
preprocessing, its usefulness shall be discussed in Subsection 4.5.1.

We first define a special type of nodes in a BN as follows. A node xi, i ∈ {1, ..., n} is
called a zero-constant or one-constant node if fi ∧ ¬xi = 0 or fi ∨ ¬xi = 1, respectively.
In the biological context, a constant node will retain its value once it is set to a specific
value (0 or 1). For example, if fi = 0 or fi = xi∧ ..., then xi is called a zero-constant node.
On the other hand, if fi = 1 or fi = xi ∨ ..., then xi is called a one-constant node. The
proposed preprocessing is based on the properties of zero-constant and one-constant nodes.
We name this preprocessing as Preprocessing-BCN (Based on Constant Node). Let
V 0 and V 1 be the sets of zero-constant nodes and one-constant nodes of A, respectively.
For each node xi ∈ V 0, if si = 0 we can remove from F the state s′ such that s′i = 1. For
each node xi ∈ V 1, if si = 1 we can remove from F the state s′ such that s′i = 0. Now,
we obtain a new set F ′ satisfying s reaches F in the STG of A if and only if s reaches F ′

in the STG of A.

4.5 Experiments

We have implemented the proposed method for finding ABN attractors in a JAVA tool
with the same name FVS-ABN. FVS-ABN uses the JDD library [112] for BDD ma-
nipulation and Z3 [118] as the SAT solver. An executable file of FVS-ABN and some
examples of real biological networks are available at https://sites.google.com/site/
trinhgiangjaist/fvs-abn. To evaluate the efficiency of Preprocessing-SSF, we con-
ducted experiments to compare the performance of two variants of FVS-ABN. The first
variant (sayM1) does not use Preprocessing-SSF, whereas the second variant (sayM2)
uses Preprocessing-SSF. We also compare the performance among M1, M2, genY-
sis [43], and CABEAN [49]. We choose genYsis and CABEAN because they are exact
and famous tools for finding attractors of an ABN.

All the experiments were run on a virtual machine whose environment is CPU: Intel(R)
Xeon(R) Silver 4116 4x2.10GHz, Memory: 24 GB, CentOS 7 64 bit. We used two sets of
Boolean networks. The first set includes BN models of real biological networks obtained
from the literature. The second set includes BNs random generated with Bool Net
R package [117]. Note that FVS-ABN uses BDDs in Preprocessing-SSF and both
genYsis and CABEAN are BDD-based methods. Since high memory consumption is
an inherent problem of BDDs, memory needs to be considered. In our experiments, we
set the heap size to 16 GB. With this heap size, all these methods never met OOM before
exceeding the time limit in all networks.

4.5.1 Experimental Results on Real Biological Networks

We applied the four algorithms to BNs of 32 real biological networks whose sizes range
from 19 to 101. A BN can have some input nodes xi that do not change their values
through the evolution of the BN (i.e., fi = xi). We here consider the networks where
the value of an input node is not fixed to either 0 or 1. CABEAN requires to use a
network reduction technique that removes all the leaf nodes [47] of the BN. This reduction
technique fully conserves the attractors of an ABN [122]. To ensure the fairness of the
experiments, we also used this reduction technique for both FVS-ABN and genYsis.
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Last, the time limit for each network was set to 10 hours because the running time may
be very long for large-scale networks.

Table 4.1 shows the experimental results. Columns 1, 2, 3, and 4 denote the name
of the network, the number of nodes (n), the size of the used FVS (|U |), and the num-
ber of attractors (|A|), respectively. Column ”|F |” denotes the size of the filtering set
F before using Preprocessing-SSF, whereas Column ”|F1|” denotes that after using
Preprocessing-SSF. Column ”time (s)” denotes the running time in seconds. ”-” stands
for the case of not obtaining the result within the time limit. We observed that in some
BNs, CABEAN terminated before exceeding the time limit and the Segmentation fault
error was printed. We guessed that in the computation of attractors, CABEAN will
terminate when meeting a criterion (e.g., the size of the computed attractor exceeds a
threshold). Anyway, CABEAN did not finish the computation of attractors in this
case. For these BNs, we reported the time when CABEAN terminated and used ”*” to
indicate the case. From these results, we obtain five remarks as follows.

First, the size of the FVS obtained by the FindFVS algorithm (see Algorithm 7) is
much smaller than the network size in all the networks (especially in, e.g., the
HGF Signaling in Keratinocytes network, the PC12CellDifferentiation network, the
T Cell Receptor Signaling network). This observation confirms that FindFVS is good
enough for finding a minimum or near minimum FVS.

Second, |F1| is smaller than |F | in 29/32 networks. In addition, M2 outperforms
M1 in most networks, especially in, e.g., the FA BRCA pathway network, the Bcell
network, and the MAPK network. Note that in some networks (e.g., the Differenti-
ation of T lymphocyte network, the YeastApoptosis network, the IL 6 Signalling net-
work), M2 is much slower than M1. This is apparent because we must take time for
Preprocessing-SSF. However, the difference between running time of M2 and M1 is
insignificant or the running time of M2 is reasonable (< 11 mins) in these networks.
These observations are evidence for the usefulness of Preprocessing-SSF.

Third,M2 outperforms genYsis in most networks. In 8/32 networks, genYsis failed
to obtain the result within the time limit, whereas M2 succeeded. In 1/32 network (the
YeastApoptosis network), M2 is slower than genYsis. However, the difference between
running time of M2 and genYsis is insignificant. In most of the 23/32 remaining net-
works, M2 is much faster than genYsis. Especially, the difference between the running
time of M2 and genYsis is very large in some of these networks, such as, the Bcell net-
work (22.59 and 8702.80), the HumanMyelomaCells network (47.00 and 12983.39), the
TcellLGL network (55.56 and 21198.63). Furthermore, M1 even completely outperforms
genYsis in some networks (e.g., the Colitis associated colon cancer network, the Differ-
entiation of T lymphocytes network, the IL 6 Signalling network). These observations
show the effectiveness of the FVS-based method as compared to genYsis.

Fourth, M2 also outperforms CABEAN in most networks. In 10/32 networks,
CABEAN failed to finish the computation of attractors, whereas M2 succeeded within
the time limit. Even the running time of CABEAN before terminating is greater (e.g.,
the T Cell Receptor Signaling network) or much greater (e.g., the InflammatoryBowelD-
isease network, the TLGLSurvival network, the Colitis associated colon cancer network)
than the running time ofM2. In 9/32 networks,M2 is slower than CABEAN. However,
the difference between the running time of M2 and CABEAN is insignificant (e.g., the
AuroraKinaseA network, the GuardCellAbscisicAcidSignaling network) or the running
time of M2 is reasonable (e.g., the Differentiation of T lymphocytes network, the Yeast-
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Apoptosis network). In most of the 13/32 remaining networks, M2 is much faster than
CABEAN. Especially, the difference between the running time of M2 and CABEAN
is very large in some of these networks, such as, the TcellLGL network (55.56 and 916.23)
and the Drosophila network (4.88 and 1984.40). Furthermore, M1 even completely out-
performs CABEAN in some networks (e.g., the Colitis associated colon cancer net-
work, the Differentiation of T lymphocytes network, the IL 6 Signalling network, the
T Cell Receptor Signaling network). These observations show the effectiveness of the
FVS-based method as compared to CABEAN.

Last, M1 and M2 even can handle large networks in terms of attractor detection in
ABNs without using any network reduction technique. We here report the running time of
M1 andM2 for some large networks without using any network reduction technique. For
the IL 6 Signalling network (n = 86), the running time ofM1 andM2 is 1323.38 seconds
and 368.56 seconds, respectively. For the T Cell Receptor Signaling network (n = 101),
the running time ofM1 andM2 is 583.71 seconds and 1463.30 seconds, respectively. Note
that genYsis failed to obtain the result within the time limit in all the two networks.
The analysis for these networks was usually performed by using their reduced versions
(e.g., removing leaf nodes or fixing input nodes) because of the performance limitations
of the existing tools. Therefore, the advanced computation capability of our method can
enable biologists to conduct more accurate analysis on large networks.

In this end of this subsection, we shall discuss the usefulness of Preprocessing-BCN
presented in Subsection 4.4.5 as well as the impact of the picked FVS to the performance
of our method (i.e., M2).

By applying M2 without using Preprocessing-BCN on some real networks of the
benchmark, we observed that Preprocessing-BCN can accelerate the running time of
our method. In the remy tumorigenesis network, the speedup by using Preprocessing-
BCN is 9.13/3.35 = 2.73. Especially, in the IL 6 Signalling and T Cell Receptor Signaling
networks,M2 without using Preprocessing-BCN did not find all the attractors within
10 hours, whereasM2 with using Preprocessing-BCN found all the attractors in 297.51
seconds and 5.27 seconds, respectively (see Table 4.1).

By applyingM2 with randomly choosing an FVS on some real networks of the bench-
mark, we observed that the picked FVS may largely impact the performance of our
method. In the IL 6 Signalling network, we obtained the result as |U | = 25 and the
running time is 3337.85 seconds. The result by using Algorithm 7 for choosing an FVS
is |U | = 21 and the running time is 297.51 seconds (see Table 4.1). Especially, in the
ButanolProduction network, we obtained the result as |U | = 30 and M2 did not find all
attractors within 10 hours, whereas the result by using Algorithm 7 for choosing an FVS
is |U | = 18 and the running time is 324.22 seconds (see Table 4.1). We have shown in
Subsection 4.4.3 that having the minimum FVS may not ensure having the best perfor-
mance. However, using a minimum or nearly minimum FVS is still a good strategy to
obtain good performance at least in our benchmarks.

4.5.2 Experimental Results on Randomly Generated Networks

We randomly generated a set of N -K BNs [22] with network size n in the set {50, 55, 60,
65, 70, 75, 80, 85, 90, 95, 100, 105, 110} and K = 2 (i.e., each node has exactly K = 2
input nodes). For each network size, 20 instances were generated. In total, we have 260
random BNs.
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4.6. IMPROVEMENTS

We then appliedM2, genYsis, and CABEAN to the 260 random BNs and recorded
the number of failures (i.e., failed to obtain the result within 30 minutes). Since the
usefulness of Preprocessing-SSF has been justified in the previous subsection, we did
not apply M1 to these BNs. Note that we also used the network reduction technique
as in Subsection 4.5.1. The results are shown in Figure 4.4. As we can see, the number
of failures of genYsis or CABEAN rapidly approaches 20. On the other hand, M2

can even handle 30 or 55 percent of networks for n = 105 or n = 110, respectively. In
addition, in each network size, the number of failures of genYsis or CABEAN is always
larger than that of M2. These observations show that M2 is more scalable than both
genYsis and CABEAN in terms of N -K BNs.

For n = 110,M2 failed to obtain the result within 30 minutes in 45 percent of networks.
Note that these BNs have been reduced by using the network reduction technique based
on leaf nodes. In the biological context, 110-node networks are not very large because
comprehensive analysis of gene regulatory networks often requires formal models including
hundreds or even thousands of elements [49]. Thus,M2 (as also other previous methods)
is generally incapable of handling very large BNs (e.g., 500-node or 1000-node BNs).
Improving M2 to handle such BNs is one of our future work.
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Figure 4.4: Experimental results ofM2, genYsis, and CABEAN on randomly generated
networks.

4.6 Improvements

As presented in Section 4.5, FVS-ABN outperforms the two state-of-the-art methods,
genYsis [43] and CABEAN [49]. In particular, FVS-ABN can handle real biological
networks with up to 101 nodes without using any network reduction technique, whereas
the other methods cannot. In the biological context, 101-node networks are not very large
because the comprehensive analysis of biological networks often requires formal models
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4.6. IMPROVEMENTS

that possess hundreds or even thousands of elements [49]. Moreover, FVS-ABN tends
to not work well in the case that the used FVS is large (e.g., having more than 25 nodes).
Hence, FVS-ABN needs to be improved to handle networks with larger n or FVSs.

In this section, we propose an improved method (called iFVS-ABN) that includes
two improvements to FVS-ABN. The first improvement is a new method (called AB-
NReach) for checking the reachability in ABNs. We present the details of ABNReach
in Subsection 4.6.1. The second improvement is to use an NFVS instead of an FVS to
get the candidate set of states. This use relies on a relation between an NFVS of the
interaction graph of an ABN and the dynamics of the ABN. We present the relation and
the use of NFVSs in Subsection 4.6.2. Specifically, iFVS-ABN uses ABNReach instead
of UnfReach at Line 11 of Algorithm 6 and finds an NFVS U− instead of an FVS U at
Line 1 of Algorithm 6, respectively. Other parts of iFVS-ABN are the same as those in
FVS-ABN. Finally, we show the correctness of iFVS-ABN in Subsection 4.6.3.

4.6.1 Improvement in Reachability Analysis

Checking the reachability in ABNs is the key task in FVS-ABN. In the previous experi-
ments (see Section 4.5), most of the running time was spent for checking the reachability
in ABNs. Even in some networks in which FVS-ABN failed to obtain the result within
the time limit, the main reason for the failure is that the time for checking the reachability
in ABNs is extremely long. Hence, it is needed to improve the UnfReach algorithm.

From the previous discussions (see Subsection 4.4.5), we can see that each previous
technique for checking the reachability in ABNs has its advantages and disadvantages.
Hence, combining multiple techniques may be potential. We here propose a new method
(named ABNReach) to check the reachability in ABNs. In general, ABNReach is
a reasonable combination of multiple previous techniques for checking the reachability
in ABNs. Algorithm 10 shows the description of ABNReach. In Algorithm 10, true
indicates reachable, whereas false indicates unreachable. ABNReach includes three de-
pendent phases as follows.

ABNReach starts its first phase by using PintReach (see Lines 1-8 of Algorithm 10).
PintReach is the method by [140] for checking the reachability in Asynchronous Au-
tomata Networks (AANs). We use PintReach in the first phase because this method
was reported able to check the reachability in very large networks with reasonable time.
The inputs of PintReach include an AAN, an initial state, and a set of target states.
Note that PintReach is only an approximation method; its output is one of three cases:
true (i.e., reachable), false (i.e., unreachable), inconclusive (i.e., cannot determine to be
either reachable or unreachable). If the output of PintReach(Q, sQ, FQ) is either true or
false, ABNReach simply returns this output (see Lines 4-7 of Algorithm 10). Otherwise,
the output of PintReach is inconclusive, and ABNReach must start its second phase.

When the output of PintReach is inconclusive, the result of the reachability analysis
tends to be reachable in most cases [141]. Hence, using SAT-based BMC with a low
bound is a good preprocessing step, since SAT-based BMC is efficient for large systems
in the case of using a low bound [110]. In the second phase, ABNReach therefore uses
SAT-based BMC to check the reachability in ABNs (see Lines 9-14 of Algorithm 10). d is
the bound for the SAT-based BMC, and is set to Dmax. In practice, Dmax should be low
(e.g., about 30-50 [110]). Herein, we empirically set Dmax as 30. T is the state transition
formula of the ABN, and has been well defined in [43]. φpath is a d-length unfolding of T
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4.6. IMPROVEMENTS

and represents a d-length path in the STG of the ABN. Each arc of this path corresponds
to a state transition of the ABN. χ(A, si) is the characteristic formula representing the
set of states A in terms of variables of si. The characteristic formula of a set of states is
defined based on the characteristic of a state: χ(A, si) =

∨
s∈A χ(s, si). The characteristic

formula of a state is defined as χ(s, si) =
∧n

j=1(sij ↔ sj). Then φ represents a d-length

path satisfying its start state (i.e., s0) is s and its end state (i.e., sd) is in F . If SAT(φ),
ABNReach can return true. Otherwise, ABNReach must start its final phase because
SAT-based BMC is incomplete [110].

In the final phase, ABNReach simply uses the UnfReach algorithm presented in
Subsection 4.4.5 (see Line 15 of Algorithm 10). We put UnfReach at the end of ABN-
Reach because of the three following reasons. First, UnfReach still calculates the whole
or a part of the reachable set, whereas PintReach and SAT-based BMC do not. Sec-
ond, UnfReach is an on-the-fly method; it is also more efficient in the case of reachable.
Third, UnfReach is an exact algorithm for checking the reachability in ABNs. Thus, we
ensure that the result of ABNReach is correct.

Algorithm 10 ABNReach

Input: An ABN A, a state s, a set F of states.
Output: Whether s reaches any state in F in G(A)?
1: Q ← the encoded asynchronous automata network of A
2: sQ ← the state of Q corresponding to s of A
3: FQ ← the set of states of Q corresponding to the states in F of A
4: if PintReach(Q, sQ, FQ) = true then
5: return true
6: else if PintReach(Q, sQ, FQ) = false then
7: return false
8: else
9: d← Dmax

10: φpath ←
∧d−1

i=0 T (si, si+1)
11: φ← χ({s}, s0) ∧ φpath ∧ χ(F, sd)
12: if SAT(φ) then
13: return true
14: else
15: return UnfReach(A, s, F )
16: end if
17: end if

4.6.2 Use of Negative Feedback Vertex Sets

The size of the set U (see Line 1 of Algorithm 6) may largely impact the performance of
FVS-ABN (see Subsection 4.5.1). Using a smaller set of nodes may open a chance to get
a smaller candidate set of states; thus to accelerate the running time of FVS-ABN. In
a signed directed graph, the size of its minimum NFVS is less than or equal to the size of
its minimum FVS, since an FVS is also an NFVS [99]. In addition, it is known that the
presence of negative cycles is a necessary condition for the presence of cyclic attractors

60



4.6. IMPROVEMENTS

of an ABN (see Theorem 4.6.1 [142]). These observations suggest us to explore relations
between NFVSs and dynamics of ABNs.

For convenience, we first introduce some new notations as well as summarize some
previous notations. IG(N ) denotes the interaction graph of a BN N . G(N ) denotes the
STG of an BN N . F (G) denotes the set of fixed points of an STG G. RU,B denotes the
operation of systematically removing arcs from an STG with respect to a set U of nodes
and a set B of retained values corresponding to the nodes of U . RU,B(G) denotes the
reduced STG obtained by applying RU,B to an STG G.

Theorem 4.6.1. [142] Let A be an ABN. If the interaction graph of A (i.e., IG(A)) has
no negative cycle, then A has no cyclic attractor.

Theorem 4.6.2. Let A be an ABN. Let U− be an NFVS of IG(A) and B− be a set of
retained values corresponding to the nodes of U−. Let att be an attractor of A. Then
there exists a state s such that s ∈ att and s is a fixed point of the reduced STG (i.e.,
RU−,B−(G(A))).

Proof. We first define Σ(u, i) as the set of all states reachable from a state u by retaining
the values of all nodes xj, j ∈ {1, ..., i} and only updating the values of any node xj, j ∈
{i + 1, ..., n}. We can obtain a property (*) satisfying Σ(v, j) ⊆ Σ(u, i) with j ≥ i and
v ∈ Σ(u, i).

Without loss of generality, we can reorder the nodes ofA such that U− = {x1, ..., xk}, k ≥
0. If k = 0, then IG(A) has no negative cycle. In this case, A has only fixed points by
Theorem 4.6.1, and then the theorem immediately holds. Thus, we consider the case
k ≥ 1.

Let B− = {b1, ..., bk}. We proceed the following procedure. First, we set i as 1 and
randomly choose a state u0 in att. Second, if Σ(ui−1, i− 1) contains a state u′ such that
u′i = bi, then ui ← u′. Otherwise, ui ← ui−1. Third, we increase i by 1. If i ≤ k, we go
back to the second step. Otherwise, we stop this procedure. We now obtain a state uk.
Then we have (a) ∀i ∈ {1, ..., k}, either uii = bi or all states s ∈ Σ(ui−1, i − 1) satisfying
si = 1− bi.

We retain the values of all nodes xi, i ∈ {1, ..., k} in uk and only update node xi, i ∈
{k+1, ..., n}. Eventually, we will reach a state u∗ such that (b) ∀i ∈ {k+1, ..., n}, fi(u∗) =
u∗i , and (c) ∀i ∈ {1, ..., k}, either u∗i = bi or fi(u

∗) = u∗i = 1− bi.
Indeed, let Ak be the ABN obtained by removing all nodes xi, i ∈ {1, ..., k} from A

and substituting the values of all nodes xi, i ∈ {1, ..., k} in uk to all Boolean functions
fi, i ∈ {k + 1, ..., n}. Since U− = {x1, ..., xk} is an NFVS, IG(Ak) has no negative cycle.
Then Ak has only fixed points by Theorem 4.6.1. Hence, every state in Ak will eventually
reach a fixed point. We now can imply that (b) holds, since ∀i ∈ {1, ..., k}, uki = u∗i .

Assume that u∗i = 1 − bi, i ∈ {1, ...k}. We have uii = 1 − bi. By (a), all states s ∈
Σ(ui−1, i−1) must satisfy si = 1−bi. Let s′ be the next state of u∗ by updating only node
xi. By the definition of Σ, s′ ∈ Σ(u∗, i− 1). By (*), we have Σ(u∗, i− 1) ⊆ Σ(ui−1, i− 1),
since u∗ ∈ Σ(uk, k) ⊆ Σ(ui−1, i− 1). Hence, s′ ∈ Σ(ui−1, i− 1) leading to s′i = 1− bi. In
other words, fi(u

∗) = 1− bi. We now can imply that (c) holds.
Since u∗ satisfies (b) and (c), u∗ is a fixed point in RU−,B−(G(A)). u∗ is also in att,

since u0 ∈ att and att is an attractor. Therefore, we can conclude the proof.

Theorem 4.6.2 shows our new theoretical finding. Hereafter, we shall use an example
to illustrate Theorem 4.6.2, as well as to show that this theorem only holds for the
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case of NFVSs and does not hold for the case of PFVSs. Consider the ABN A given
in Example 4.6.1. IG(A) has a minimum PFVS (U+

min = {x1}), a minimum NFVS
(U−min = {x3}), and a minimum FVS (Umin = {x1, x3}). G(A) has one fixed point
({111}) and one cyclic attractor ({000, 010, 011, 001}). RU,B(G(A)) denotes the reduced
STG of G(A) corresponding to the set of nodes U and the set of retained values B (see
Section 4.3). RU−min,B

−(G(A)) with B− = {b3} = {0} is given in Figure 4.6a. As we can

see, F (RU−min,B
−(G(A))) = {010, 111}. This set covers all the attractors of A, i.e., each

attractor of A contains a fixed point of the reduced STG of A. RU+
min,B

+(G(A)) with

B+ = {b1} = {0} is given in Figure 4.6b. As we can see, F (RU+
min,B

+(G(A))) = {111}.
This set does not cover all the attractors of A, since it does not contain any state of the
cyclic attractor {000, 010, 011, 001}. This example shows that Theorem 4.6.2 does not
hold for the case of PFVSs.

Example 4.6.1. We give an ABN A = {V, F}, where V = {x1, x2, x3} and F =
{f1, f2, f3} with

f1 = x1 ∧ x2 ∧ x3,

f2 = x1 ∨ ¬x3,

f3 = (x2 ∧ ¬x3) ∨ (x1 ∧ ¬x2 ∧ ¬x3) ∨ (x1 ∧ x2 ∧ x3).

Figures 4.5a. and 4.5b show the STG and the interaction graph of A, respectively.
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Figure 4.5: (a) STG and (b) interaction graph of the ABN given in Example 4.6.1.

By Theorem 4.6.2, the set of fixed points of the reduced STG (i.e., F (RU−,B−(G(A))))
covers all the attractors of A. Hence, F (RU−,B−(G(A))) is a sufficient candidate set of
states. As a consequence, iFVS-ABN can use an NFVS U− instead of an FVS U as
in FVS-ABN to get the candidate set. Note that the size of F (RU−,B−(G(A))) may be
larger than that of F (RU,B(G(A))). Hence, we propose an algorithm for calculating an
NFVS, which ensures that the candidate set obtained by iFVS-ABN is always a subset
of that obtained by FVS-ABN. The detail of this algorithm is as follows.

The problem of finding a minimum NFVS is NP-complete [99]. Since the problem of
finding a minimum FVS has been proved NP-complete [100], a simple greedy algorithm
(called FindFVS) has been proposed for finding an (not necessarily minimum) FVS (see
Subsection 4.4.2). From these observations, we here propose a simple greedy algorithm
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Figure 4.6: Reduced STGs of the ABN given in Example 4.6.1 with respect to (a) U−min

and B− and (b) U+
min and B+, respectively.

(named FindNFVS) for finding an (not necessarily minimum) NFVS of a signed directed
graph. Algorithm 11 shows the description of the proposed algorithm. Algorithm 11
follows the method by [143] for checking whether a signed directed graph IG has a negative
cycle. Herein, IG− U− is equivalent to IG[V \U−], where V is the set of vertices of IG.
We define the negative degree of a vertex v as the number of negative arcs starting or
ending at v. Remark 4.6.1 convinces the usefulness of Algorithm 11.

Algorithm 11 FindNFVS

Input: A signed directed graph IG.
Output: An NFVS U− of IG.
1: U− ← the set of vertices of IG having negative self loops
2: U−cand ← the FVS obtained by applying the FindFVS algorithm to IG
3: U−cand ← U−cand\U−
4: IG← IG− U−
5: while IG has a negative cycle do
6: Remove a vertex v from U−cand with a minimum of negative degree in IG
7: U− ← U− ∪ {v}
8: IG← IG− {v}
9: end while
10: return U−

Remark 4.6.1. The NFVS (say U−) obtained by FindNFVS is always a subset of the
FVS (say U) obtained by FindFVS. In other words, the NFVS used by iFVS-ABN
is always a subset of the FVS used by FVS-ABN. Let B be a set of retained values
corresponding to the nodes of U and let B− be a set of retained values corresponding to the
nodes of U−. Equation 4.1 (presented in Subsection 4.4.3) shows the propositional formula
that characterizes the set of fixed points of the reduced STG of A with respect to a set U
of nodes and a set B of retained values. If b−i = bi,∀xi ∈ U−, then F (RU−,B−(G(A))) ⊆
F (RU,B(G(A))). Indeed, following Equation 4.1, a fixed point of RU−,B−(G(A)) is also a
fixed point of RU,B(G(A)), since U− ⊆ U . As a consequence, the candidate set of iFVS-
ABN is always a subset of the candidate set of FVS-ABN if iFVS-ABN uses the
retained set that is a subset of the retained set used by FVS-ABN. Both iFVS-ABN
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and FVS-ABN use the same algorithm (i.e., Algorithm 8 presented in Subsection 4.4.3)
for setting the retained set. Hence, the candidate set of iFVS-ABN is always a subset of
the candidate set of FVS-ABN. In addition, F char

U,B is clearly more complex than F char
U−,B−,

since U− ⊆ U . Hence, the time for computing the candidate set of iFVS-ABN may be
shorter than the time for computing that of FVS-ABN.

F char
U,B =

{∧
xi∈U

[(fi(x)↔ xi) ∨ (xi ↔ bi ∧ fi(x)↔ 1− bi)]

}
∧

{∧
xi 6∈U

[fi(x)↔ xi]

}
(4.1)

4.6.3 Correctness

FVS-ABN is an exact method for finding attractors of an ABN (see Theorem 4.4.1).
iFVS-ABN has two changes from FVS-ABN. We shall formally prove the correctness
of iFVS-ABN as in Theorem 4.6.3. Note that this proof is similar to the proof for the
correctness of FVS-ABN. For convenience, we repeat some details of Theorem 4.4.1.

Theorem 4.6.3. iFVS-ABN finds exactly all attractors of an ABN.

Proof. Let A be an ABN. Let U− be the NFVS obtained by applying Algorithm 11 to
IG(A). Then, let B− be the chosen retained set obtained by using Algorithm 8.

By Theorem 4.6.2, every attractor of the STG of A (say G) always contains at least
one state that is a fixed point of the reduced STG of A (say G′). Hence, every attractor of
G contains at least one state in F after finishing Line 5 of Algorithm 6. As demonstrated
in Subsection 4.4.4, Preprocessing-SSF does not disappear cyclic attractors of G in F .
Therefore, every attractor of G contains at least one state in A∪F (*) when starting the
while loop of Algorithm 6. Through the while loop, the property (*) is preserved. Indeed,
in each iteration if s reaches in G a state s′ in A ∪ F and s belongs to an attractor att
of G, then s′ also belongs to att by the definition of an attractor. In this case, s is not
added to A∪F . However, att still contains s′ that is a state in A∪F . Note that we have
this preservation because the result of ABNReach is correct (see Subsection 4.4.5).

After finishing the while loop, each attractor of G contains at least one state in A (a),
since F = ∅. We show that A has no two states s and s′ such that s and s′ are in the
same attractor of G (b). Indeed, if s and s′ is in the same attractor of G, then s and s′

reach each other in G. If s is traversed before s′, then s cannot be added to A. If s′ is
traversed before s, then s′ cannot be added to A. Moreover, there is no state s in A such
that s is not in any attractor (c). Indeed, if such a state s exists, it must reach at least
an attractor, implying that it reaches A ∪ F in G. Hence, s cannot be added to A. We
have a contradiction.

From (a), (b), and (c), we have a one-to-one correspondence between A and the set
of attractors of G. Hence, the result of iFVS-ABN is correct, i.e., this method finds
exactly all attractors of A.

4.6.4 Evaluation

We have implemented iFVS-ABN in a JAVA tool. This tool uses the JDD library [112]
for BDD manipulation (e.g., storing Boolean functions or sets of states by BDDs) and
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Z3 [118] as the SAT solver for SAT-based BMC. An executable file of the implemented
tool and some examples of real biological networks are available at https://github.com/
giang-trinh/iFVS-ABN. We then conducted two experiments to evaluate the efficiency
of the two improvements. The first experiment aims at evaluating the efficiency of AB-
NReach (i.e., the new method for checking the reachability in ABNs). We compared
the performance of a variant of FVS-ABN (say FVS-ABN*) and FVS-ABN. FVS-
ABN* uses an FVS as FVS-ABN but uses ABNReach for checking the reachability
in ABNs. The second experiment aims at evaluating the efficiency of the use of NFVSs.
We compared the performance of FVS-ABN* and iFVS-ABN. All the experiments
were run on a virtual machine whose environment is CPU: Intel(R) Xeon(R) Silver 4116
4x2.10GHz, Memory: 24 GB, CentOS 7 64 bit.

In the first experiment, we randomly generated two sets of BNs by using Bool Net
R package [117]. The first set includes N -K BNs [1] with network size n in the set
{120, 130, 140, 150, 160, 170, 180, 190, 200} and K = 2 (i.e., each node has exactly
K = 2 input nodes). We used N -K BNs because they are commonly used for bench-
marking in existing literature (see, e.g., [10, 14]). For each network size, 20 instances
were generated using the generateRandomNKNetwork function. The second set in-
cludes canalyzing and scale-free BNs with network size n in the set {100, 150, 200, 250,
300, 350, 400, 500, 1000} and K = 10 (i.e., the maximum number of input nodes for
each node is K = 10). iFVS-ABN is applicable for any type of Boolean functions
or network topology. However, canalyzing functions are known as biologically relevant
functions [90]. In addition, many systems (including gene regulatory networks) possess
the scale-free topology in which the number of input nodes for each node follows the
scale-free Zeta distribution [120]. For each network size, 20 instances were also gener-
ated using the generateRandomNKNetwork function with the parameters: K = 10,
topology = ”scale free”, functionGeneration = ”generateCanalyzing”. We then ap-
plied FVS-ABN* and FVS-ABN to these randomly generated networks and recorded
the number of failures (i.e., failed to obtain the result within three hours). Note that
there is a network reduction technique that preserves all the attractors of an ABN [122].
Hence, we used this reduction technique for all the compared methods.

Table 4.2: Numbers of failures of FVS-ABN* and FVS-ABN on N -K networks.

n 120 130 140 150 160 170 180 190 200
FVS-ABN* 6 9 9 10 10 12 15 18 19
FVS-ABN 10 13 13 15 16 16 18 19 19

Table 4.2 shows the experimental results of FVS-ABN* and FVS-ABN on N -K
networks. As we can see, FVS-ABN and FVS-ABN* can handle networks of up to
200 nodes. In each network size (except n = 200), the number of failures of FVS-ABN
is always greater than that of FVS-ABN*. This observation shows the efficiency of
ABNReach in terms of N -K networks.

Table 4.3 shows the results on canalyzing and scale-free networks. In each network
size, the number of failures of FVS-ABN* is always much less than that of FVS-ABN.
Especially, for n = 1000, FVS-ABN* can even handle 8/20 instances, whereas FVS-
ABN failed in all instances. This observation shows the efficiency of ABNReach in
terms of canalyzing and scale-free BNs.
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Table 4.3: Numbers of failures of FVS-ABN* and FVS-ABN on canalyzing and scale-
free networks.

n 100 150 200 250 300 350 400 500 1000
FVS-ABN* 0 0 0 3 1 2 0 3 12
FVS-ABN 2 3 5 10 10 10 10 14 20

As we can see, the performance of FVS-ABN* for canalyzing and scale-free networks
is better than that for N -K networks. This observation is reasonable, since N -K networks
are generally more complex than canalyzing and scale-free networks. As many previous
methods (e.g., [43, 49]), FVS-ABN* seems to be less efficient for N -K networks (even
with K = 2). In addition, in most randomly generated networks, U = U− (i.e., the used
FVS is equal to the used NFVS); therefore, the performance of FVS-ABN* is generally
not different from the performance of iFVS-ABN. Hence, in the second experiment,
we used real biological networks to highlight the performance difference between FVS-
ABN* and iFVS-ABN.

In the second experiment, we used real biological networks obtained from The Cell
Collective [119]. To evaluate the efficiency of the use of NFVSs, we only chose the networks
where U 6= U− (i.e., the used FVS is not equal to the used NFVS). In total, we obtained
a set of 13 real biological networks whose sizes range from 26 to 321. We then applied
FVS-ABN* and iFVS-ABN to BNs of these networks. We set the time limit for each
network to 10 hours, since the running time may be very long for large-scale BNs. Note
that we also used the network reduction technique [122] as in the first experiment, since
this reduction technique preserves all the attractors of an ABN.

Table 4.4: Experimental results of FVS-ABN* and iFVS-ABN on real biological net-
works.

FVS-ABN* iFVS-ABN
name n |A| |U | time (secs) |U−| time (secs)

Differentiation of T lymphocytes 50 2050 18 952.73 6 578.09
HumanMyelomaCells 67 83 13 173.25 6 105.42

HGF Signaling in Keratinocytes 68 72 10 2.34 0 0.54
Influenza A Virus Replication Cycle 131 524 29 - 10 42.33
Signaling in Macrophage Activation 321 4096 16 21216.07 1 6712.42

Wg Pathway of Drosophila 26 16384 15 3.67 1 3.67
TumourCell 32 9 10 0.81 5 0.54

TCellSignaling 40 8 5 0.46 2 0.45
Treatment of Castration Resistant 42 16384 14 0.40 0 0.36

Senescence 51 17 10 22.91 5 18.94
PC12CellDifferentiation 62 3 2 0.45 0 0.46

YeastApoptosis 73 8448 16 76.20 3 76.74
IL 6 Signalling 86 32768 21 2127.45 10 2056.36

Table 4.4 shows the experimental results of FVS-ABN* and iFVS-ABN on real
biological networks. Columns ”name”, n, and |A| denotes the network name, the num-
ber of nodes, and the number of ABN attractors, respectively. Columns |U | and |U−|
denote the sizes of the used FVS and the used NFVS, respectively. Column ”time
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(secs)” denotes the running time in seconds. ”-” stands for the case of timeout. In
5/13 BNs (e.g., the Differentiation of T lymphocytes network), iFVS-ABN is much
faster than FVS-ABN*. Especially in the Influenza A Virus Replication Cycle and Sig-
naling in Macrophage Activation networks, iFVS-ABN outperforms FVS-ABN*. In
these networks, |U−| is much less than |U |. In the 8/13 remaining BNs, the running time
of iFVS-ABN is comparable to the running time of FVS-ABN*. In some networks
(e.g., the YeastApoptosis network, the IL 6 Signalling network), iFVS-ABN is slower
than FVS-ABN* although |U−| is much less than |U |. We realized that |F | (before
applying Preprocessing-SSF) of FVS-ABN* and iFVS-ABN are the same in these
networks. Hence, this observation may be due to the randomness of Preprocessing-
SSF. However, the difference is insignificant. In particular, iFVS-ABN can handle the
Signaling in Macrophage Activation network (a large network with n = 321) in reason-
able time (less than two hours). Furthermore, the time for computing the used NFVS is
insignificant (less than two seconds in most cases). These observations show the efficiency
of the use of NFVSs.

4.7 Discussion

In this chapter, we have formally stated and proved the relations between an FVS of
a BN and the dynamics of this BN. These relations do not depend on the updating
scheme of the BN; thus, they can be used for analyzing different types of BNs, such
as, ABNs and GABNs. From these relations, we have proposed an FVS-based method
(called FVS-ABN) for finding all attractors of an ABN. Our approach relies on the
principle of removing arcs in the STG of the ABN to get a candidate set of states and
the reachability analysis on the ABN to filter out this candidate set. The obtained set
one-to-one corresponds to the set of attractors. We have also formally proved the cor-
rectness of FVS-ABN. In addition, we have proposed a preprocessing procedure (called
Preprocessing-SSF) to reduce the computational burden, whereas the correctness of
FVS-ABN is preserved. Finally, we have developed an unfolding-based and on-the-fly
method for checking the reachability in ABNs. In principle, FVS-ABN works well on
large networks having relatively small FVSs and not too large attractors. Fortunately,
these characteristics are often found in real biological networks [14, 45].

We have implemented FVS-ABN as a JAVA tool, and then used this tool to conduct
experiments on real biological networks and randomly generated N -K networks. The ex-
perimental results confirm the usefulness of Preprocessing-SSF and are very promising
because FVS-ABN can handle large networks of up to 101 nodes without using any
network reduction technique. These results also show the effectiveness of FVS-ABN
as compared to the two state-of-the-art methods, genYsis and CABEAN. Note that
the main advantage of our approach is to reduce the attractor detection in ABNs to the
reachability problem in ABNs. This advantage opens a chance to efficiently solve the
attractor detection in ABNs by applying the advents in reachability research that can
handle very large asynchronous networks [140, 141].

Since FVS-ABN encompasses many constituent steps, it is potentially possible to
improve it. There are some potential ways to improve FVS-ABN. The first way is to
reduce the number of fixed points of the reduced STG. We can use an exact method for
finding a minimum FVS (instead of using the greedy algorithm FindFVS) or a more

67



4.7. DISCUSSION

efficient heuristic for setting the retained set B. The second way is to propose an efficient
heuristic for variable ordering, since Preprocessing-SSF uses BDDs. A good variable
ordering can reduce significantly the computational time of Preprocessing-SSF. The
third way is to use a more efficient method or to efficiently combine multiple techniques
for checking the reachability in ABNs. We can consider some other techniques in terms of
Petri net unfoldings, such as, contextual Petri nets [144], merged processes [145], unrav-
elings [146]. Furthermore, we can also use some static analyzers (e.g., PintReach [140],
ASPReach [141]) in a preprocessing step.

Following the possible ways aforementioned, we have proposed a new method (called
iFVS-ABN) that includes the two substantial improvements to the previous method,
FVS-ABN. First, we have proposed the ABNReach algorithm that reasonably com-
bines multiple previous methods to efficiently check the reachability in ABNs. Second, we
have formally stated and proved the relation between an NFVS of the interaction graph
of an ABN and the dynamics of the ABN. This relation is a new theoretical finding and
can be extended to that for other types of BNs, such as, GABNs and a non-standard type
of asynchronous BNs, random order asynchronous Boolean networks [9, 10]. Based on
this relation, iFVS-ABN uses an NFVS instead of an FVS as FVS-ABN to obtain the
candidate set of states. In addition, we have also developed a simple but useful greedy
algorithm for calculating an NFVS that is used in iFVS-ABN. Then, we have formally
proved the correctness of iFVS-ABN. The efficiency of iFVS-ABN was evaluated by
the experiments on various types of networks. The experimental results show that the two
improvements are effective and iFVS-ABN outperforms the original one, FVS-ABN.
In particular, iFVS-ABN can handle large networks with up to 1000 nodes in terms of
randomly generated networks and 321 nodes in terms of real biological networks. This
advanced computation capability can enable biologists to conduct more accurate analysis
on large networks, then to discover more biological insights.

Although iFVS-ABN outperforms the previous method in terms of N -K networks [5],
it does not handle well large networks whose sizes start from 200 nodes. N -K networks
are one helpful tool, which allows investigating a variety of different dynamic properties of
BNs and regulatory systems [6]. In addition, N -K networks are usually used in statistical
studies [54, 107, 147, 148, 149] for discovering insights into the dynamics of BNs. Hence,
improving iFVS-ABN to handle well larger N -K networks is necessary. Moreover, the
applicable range of iFVS-ABN is so far from genome-scale networks that can possess
thousands of genes. Making iFVS-ABN capable to handle such networks is needed, and
is one of future work.

Finally, note that both FVS-ABN and iFVS-ABN use Mole and some other tools
as subroutines. Since the computational complexity of such tools is unclear, it is difficult
to analyze the computational complexity of the whole algorithm. We leave the analysis of
theoretical or practical computational complexity as future work. In addition, Random
Order Asynchronous Boolean Networks (ROABNs) [9, 10] are also a popular type of
asynchronous BNs and still get much attention from research communities [3, 9, 150, 151].
Hence, it is worth to study the dynamics of an ROABN. In the future, we intend to
extend our methods (FVS-ABN and iFVS-ABN) for ABNs to those for ROABNs. It
is interesting but challenging because ROABNs are generally more complex in dynamics
than ABNs [9].
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Chapter 5

Attractor Detection in Deterministic
Generalized Asynchronous Boolean
Networks (DGABNs)

5.1 Introduction

In the biological context, the synchronous updating class (e.g., SBNs [1]) was criticized
because of the assumption that the dynamics of Gene Regulatory Networks (GRNs) is
deterministic and synchronous, i.e., all genes change their expression levels simultane-
ously [43]. Thus, the asynchronous updating class, in which all genes take different time
to change their expression levels, is closer to biological phenomena [10, 43, 96]. For exam-
ple, a very recent work [97] has explicitly backed up the necessity of asynchronous models
for modeling GRNs over a realistic proof-of-concept case study. The proposed alternative
is the non-deterministic asynchronous updating class (e.g., ABNs [10]) with the assump-
tion that only one randomly selected gene can be updated at a single step. However, it did
not give encouraging results, since the networks change drastically their properties due
to the non-determinism [13]. Moreover, this updating class has also some disadvantages
including the high complexity of the state transition graph and the inclusion of many
incompatible or unrealistic pathways [114]. With this motivation, a new class of updat-
ing schemes, asynchronous but deterministic, was proposed [14, 152]. The deterministic
asynchronous updating class can help us to model and analyze biological networks more
reasonably [9, 13]. For example, we can model asynchronous phenomena that are not
random, a thing that is quite difficult with the non-deterministic asynchronous updating
class [13]. Furthermore, models with deterministic asynchronous updating class are par-
ticularly useful when information about the kinetics of biological processes is known [19].

To date, there are various types of BNs with the deterministic asynchronous updating
class: Deterministic Generalized Asynchronous Boolean Networks (DGABNs) [14], De-
terministic Asynchronous Boolean Networks (DABNs) [14], Mixed-Context Boolean Net-
works (MxBNs) [13], Deterministic Asynchronous (DA) models [79], and Block-Sequential
Boolean Networks (BSBNs) [152]. They have been widely used in modeling and analysis
of GRNs [9, 79, 82, 153]. In this chapter, we focus on DGABNs that are a typical type of
deterministic asynchronous BNs. There are three reasons for this choice.

First, DGABNs offer an interesting compromise between SBNs and ABNs, thus could
provide a suitable modeling formalism of various types of systems [75]. For example, the
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authors of [154] applied the updating schemes of DGABNs and ABNs to the model of the
Spatial Prisoner’s Dilemma game, which is the most used game in the area of evolutionary
game theory. Based on simulations, they obtained that these two updating schemes lead
basically the same outcome of the model. Recently, Martin Schneiter et al. [155] used
different types of BNs to formulate a simplified pluricellular epithelium model, which
intends to present plausibly the self-organization of ciliary beating patterns as well as
of the associated fluid transport across the airway epithelium. The simulation results
show that DGABNs lead to more realistic dynamics (flexibility and robustness) and may
therefore be favored by evolution. Many other applications of DGABNs in various fields
can be found (see, e.g., [3, 156]).

Second, DGABNs are general and interesting mathematical objects because there is
no restriction on their Boolean functions and contexts. For example, SBNs are a special
case of DGABNs [14, 75]. In addition, studying DGABNs can be a good starting point
for further studies on more complex models such as DABNs or MxBNs [13]. This is
reasonable because both DABNs and MxBNs are constructed based on DGABNs and
seem to be more computationally complex than DGABNs [5, 13].

Third, to our best knowledge, all the previous studies on DGABNs are theoreti-
cal or simulation-based. For example, Carlos Gershenson first proposed DGABNs [14]
and analyzed their dynamics by simulations [13, 14]. Li et al. [157] proposed a semi-
tensor product-based framework to study many variants of asynchronous BNs including
DGABNs. This approach is deeply theoretical but not practical, since the sizes of the ma-
trices that need to be considered are exponential in the number of nodes. Hence, analytical
and practical studies for DGABNs are needed. In general, the deterministic behavior of
DGABNs makes them relatively easy to analyze as compared to non-deterministic asyn-
chronous BNs (e.g., ABNs) [14]. Since many analytical and practical studies have been
done for ABNs [19, 43], such studies for DGABNs are potentially possible.

In this dissertation, two central issues of GRNs (see, e.g., [21]), attractor detection and
optimal control, are well studied. We first formulate the Extended State Transition Graph
(ESTG) of a DGABN (see Section 5.2). The state transition is encoded as a Satisfiability
Modulo Theory (SMT) formula. This formulation is a starting point for further analysis
of DGABNs. Next, we formally state and prove several relations in dynamics between
DGABNs and other popular models (see Section 5.3) including deterministic asynchronous
models [79], block-sequential Boolean networks [152], generalized asynchronous Boolean
networks [14], and mixed-context Boolean networks [13]. We then propose one SMT-
based method for attractor detection (see Section 5.4) and two SMT-based methods for
optimal control of DGABNs, respectively. These methods are implemented in a JAVA tool
called DABoolNet. In order to highlight the scalability of the proposed methods, two
experiments on randomly generated networks (see Section 5.5) and one artificial network
are conducted. To our best knowledge, DABoolNet is the first analytical and practical
tool for attractor detection and optimal control of DGABNs. In addition, several case
studies are presented to show the applications of our methods. For attractor detection
in DGABNs, we apply DABoolNet to two real biological networks and compare the
obtained results to the previous insights into these networks found in the literature (see
Subsection 5.4.2). We also use DABoolNet to verify several insights into the dynamics of
random Boolean networks (i.e., N -K models) presented in [13, 14] (see Subsection 5.4.3).
For optimal control of DGABNs, we apply DABoolNet to one real biological network.

Since the dissertation is divided into two parts, the Attractor Detection and Optimal
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Control parts, this chapter only presents the obtained results on attractor detection in
DGABNs. The obtained results on optimal control of DGABNs shall be presented in
Chapter 6.

5.2 Extended State Transition Graph

A DGABN has a set of n nodes (V = {x1, ..., xn}). Each node xi is identified as a Boolean
variable, and is associated with a Boolean function fi (fi : B|IN(fi)| → B). Each node xi is
also associated with two parameters: pi ∈ N+ and qi ∈ N (qi < pi). pi defines the period
between two consecutive updates of node xi and qi determines the time to the first update
of node xi. We use Λ to denote a parameter indicating the maximum allowed period of a
node (i.e., pi ≤ Λ,∀i ∈ {1, ..., n}). We also use γ to denote the least common multiple of
all p’s. The set of all p′s and q′s is called the context of a DGABN. Example 5.2.1 is an
example of DGABNs.

Example 5.2.1. Consider a DGABN D of two nodes (x1, x2). Its Boolean functions and
context are given as

f1 = (x1 ∧ x2) ∨ (¬x1 ∧ ¬x2), f2 = x1;

p1 = 1, p2 = 2, q1 = 0, q2 = 0.

xi(t) ∈ B denotes the value of node xi at time t. A state of a DGABN at time t is
denoted by x(t) = (x1(t), ..., xn(t))>. At time t, node xi will be updated by xi(t + 1) =
fi(x(t)) when the modulus of time t over pi is equal to qi (i.e., t%pi = qi). For example,
at time t = 1, only node x1 of the DGABN shown in Example 5.2.1 will be updated. If
two or more nodes will be updated, they will be updated simultaneously (e.g., at time
t = 0, node x1 and node x2 of D will be updated simultaneously). Then, the current state
x(t) will transit to the next state x(t+ 1). This is a state transition. The dynamics of a
DGABN is deterministic because x(t+ 1) is uniquely determined for given x(t) and t. In
particular, if all p′s are 1, then a DGABN becomes a SBN in which all the nodes will be
updated simultaneously at any time t [14].

The dynamics of a DGABN depends on the initial state (the state of the DGABN
at time t = 0). There are 2n possible initial states. Since the evolution of DGABNs
is based on modulus arithmetic, we only need to consider the scaled time tscaled of t to
γ (i.e., tscaled = t%γ). Indeed, the pattern of updating nodes is repeated after each γ
time steps. Note that the visited states are not necessarily repeated. Figure 5.1 shows
the dynamics of the DGABN shown in Example 5.2.1. Herein, circles denote states and
dashed circles denote initial states of the DGABN. An arc and its above text denote a
state transition and the scaled time of t when the state transition occurs, respectively.
The DGABN is updated in a pattern with period of two: x1 and x2 together, x1 alone. If
the DGABN starts with state 10, then x1 and x2 will be updated simultaneously, leading
to state 01. Next, x1 will be updated, leading to state 01. In the next time step, the
pattern is repeated (i.e., x1 and x2 will be updated simultaneously). However, the next
state (i.e., 00) has not been visited.

Start from an initial state, the DGABN will eventually lead to an attractor because
the number of states of the DGABN is finite. Definition 2.3.1 is a general definition of
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Figure 5.1: Dynamics of the DGABN shown in Example 5.2.1.

an attractor for all types of BNs. An attractor is said to be a fixed point or a cyclic
attractor if it consists of only one state or at least two states, respectively. The fixed
points of a BN are the same regardless of its updating scheme. The cyclic attractors
of deterministic (e.g., DGABNs) and non-deterministic (e.g., ABNs) asynchronous BNs
can be different. In non-deterministic asynchronous BNs, the system oscillates irregularly
among the states of a cyclic attractor due to the randomness involved in the updating
scheme. In this case, the cyclic attractor is referred to as a loose attractor [10]. In
deterministic asynchronous BNs, the system oscillates regularly among the states in a
cyclic attractor due to the deterministic dynamics. In this case, the cyclic attractor is
referred to as a limit cycle [158]. However, there is no systematic definition for limit cycles
of a DGABN. Thus, we still use the term of cyclic attractors for DGABNs. Reconsider
the DGABN D shown in Example 5.2.1. If it starts from 11, it will reach a fixed point
({11}). If it starts from 00, it will reach a cyclic attractor ({00, 10}). If it starts from 01
or 10, it will reach the same cyclic attractor ({01, 00, 10}).

Although the definition of a DGABN enables us to study the behavior of a GRN in
the long run, it does not provide a systematic mean for its analysis. We here propose a
synchronization method for DGABNs, which provides a synchronous representation for
the dynamics of a DGABN. This method can pave potential ways for analysis and control
of DGABNs.

We define an extended state of a DGABN, which includes a state of this DGABN and
an embedded value that represents the scaled time tscaled of time t when reaching this state.
Formally, es ∈ Bn×{0, ..., γ− 1} is an extended state, where esi (i = 1, ..., n) denotes the
value of internal node xi and esn+1 denotes the value of the embedded time. We define the
image of an extended state es as a state [[es]]I ∈ Bn satisfying [[es]]Ii = esi, i = {1, ..., n}.
Furthermore, we have [[ES]]I =

⋃
es∈ES[[es]]I where ES is a set of extended states. For

clarification, we denote an extended stated es by ([[es]]I ,esn+1). For example, (00, 1)
means that x1 = 0, x2 = 0, and x3 = tscaled = 1. Then, the transition formula between
two extended states is given as in Equation 5.1, where esj denotes the current extended
state and esj+1 denotes the next extended state; ”%” is the modulus operator; ”=”
is the logical predicate EQUALITY. Herein, the scaled time of the current extended
state will increase by one; if it equals to γ, then it is set to 0. This characteristic is
presented by esj+1

n+1 = (esjn+1 + 1)%γ. The value of the ith node will be updated if the
modulus of time t over pi is equal to qi and be not changed otherwise. The former case
is presented by [esjn+1%pi = qi ∧ (esj+1

i = fi(es
j)], whereas the latter case is presented by
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[esjn+1%pi 6= qi ∧ (esj+1
i = esji )]. In addition, this transition formula is in form of an SMT

formula in infix notation [118]. Note that each esji (i = 1, ..., n) corresponds to a Boolean
SMT variable and each esjn+1 corresponds to an integer SMT variable.

T (esj, esj+1) :=
{
esj+1

n+1 = (esjn+1 + 1)%γ
}
∧

n∧
i=1

{[
esjn+1%pi = qi ∧ (esj+1

i = fi(es
j)
]
∨
[
esjn+1%pi 6= qi ∧ (esj+1

i = esji )
]} (5.1)

From the definition of an extended states and the transition formula between two
extended states, the whole dynamics of a DGABN can be captured by an Extended State
Transition Graph (ESTG). An ESTG is a directed graph such that a node represents
an extended states and an arc represents the transition between two extended states,
respectively. Hereafter, we discuss the number of extended states of the ESTG of a
DGABN. Since esn+1 ∈ {0, ..., γ − 1}, we can have γ × 2n possible extended states.
However, the number of possible initial extended states is only 2n instead of γ × 2n

because in an initial extended state, esn+1 is 0, i.e., the start time is always 0. Hence, the
ESTG may have less than γ × 2n extended states. The extended states, which are not in
the ESTG, are called spurious extended states. For example, consider a DGABN shown
in Example 5.2.2. Its ESTG is given in Figure 5.2b. As we can see, the extended state
(00, 1) is not in this ESTG, thus it is a spurious extended state.

Example 5.2.2. Consider a DGABN D of two nodes (x1, x2). Its Boolean functions and
context are given as

f1 = x1 ∨ (¬x1 ∧ x2), f2 = (x1 ∧ x2) ∨ (¬x1 ∧ ¬x2);

p1 = 2, p2 = 1, q1 = 0, q2 = 0.

By the definition of an ESTG, each extended state in the ESTG of a DGABN has
exactly one successor extended state. In the case that γ = 1, two consecutive extended
states of the ESTG may be the same because esn+1 is always 0. Thus, the ESTG can
have fixed points or limit cycles. We define a limit cycle of length p > 1 as the sequence
es0, ..., esp−1 of extended states such that esj are pairwise distinct, esj+1 is the next
extended state of esj in the ESTG for all j ∈ {0, p − 2}, and es0 is the next extended
state of esp−1 in the ESTG. Note that a fixed point can be seen as a limit cycle of length
one. In the case that γ > 1, two consecutive extended states are always different because
they at least differ in the embedded time. Hence, the ESTG has only limit cycles. In
addition, based on Equation 5.1, we can easily imply that the length of a limit cycle of
the ESTG is a multiple of γ.

Since an ESTG can capture the whole dynamics of a DGABN, the attractors of the
DGABN are represented by fixed points or limit cycles of its ESTG. Since a fixed point
may only appear when γ = 1, the length of an attractor (i.e., the length of a fixed point or
a limit cycle) is a multiple of γ. Especially, a fixed point {s} of the DGABN is represented
by a limit cycle c of its ESTG where the length of c is γ and any extended state es in
c satisfies [[es]]I = s (see Example 5.2.3). Note that since the ESTG of a DGABN may
have γ×2n extended states, naive approaches for finding attractors (e.g., constructing the
ESTG and then applying graph algorithms) are intractable when n is large. In Section 5.4,
we shall consider how to efficiently compute these attractors.
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Example 5.2.3. Reconsider the DGABN shown in Example 5.2.1. Its ESTG is shown in
Figure 5.2a. Since γ = 2, this ESTG has no fixed points. This ESTG has three limit
cycles including {(11, 0), (11, 1)}, {(00, 0), (10, 1)}, and {(01, 0), (00, 1), (10, 0), (01, 1)}.
{(11, 0), (11, 1)} corresponds to the fixed point {11} of the DGABN, whereas {(00, 0), (10, 1)}
and {(01, 0), (00, 1), (10, 0), (01, 1)} correspond to the two cyclic attractors {00, 10} and
{01, 00, 10} of the DGABN, respectively.

(00,0)

(10,1)

(11,1) (11,0)

(10,0) (00,1)

(01,1) (01,0)

(a)

(00,0) (01,1)

(11,0) (11,1)

(10,0) (10,1)

(01,0)

(b)

Figure 5.2: (a) ESTG of the DGABN shown in Example 5.2.1. (b) ESTG of the DGABN
shown in Example 5.2.2.

5.3 Relations in Dynamics between DGABNs and

Other Models

In this section, we shall analyze relations in dynamics between DGABNs and other models,
such as, Deterministic Asynchronous (DA) models [9, 79, 80], block-sequential Boolean
networks [81, 82], generalized asynchronous Boolean networks [14], and mixed-context
Boolean networks [13]. The obtained relations are theoretical findings contributing to
understanding the dynamics of Boolean networks. These findings also pave the potential
ways to analyze these other models based on DGABNs.

5.3.1 Relations to Deterministic Asynchronous Models

In a DA model, each node xi is associated with a pre-selected time unit γi ≥ 1 [9]. The
update of a node depends on the current time step by

xi(t+ 1) =

{
fi(x(t)) if t+ 1 = kγi, k ∈ {1, 2, ...},
xi(t) otherwise.

If multiple nodes can update at time t, then they will update synchronously.

Definition 5.3.1. Given a DA model. Let D be its corresponding DGABN. D and the
DA model share the same sets of nodes and Boolean functions. The context of D is as
follows: pi = γi, qi = pi − 1, i ∈ {1, ..., n}.
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Obviously, a DA model and its corresponding DGABN specified by Definition 5.3.1
have the same dynamical behavior. Indeed, assume that the node xi of the DA model
will be updated at time t, i.e., t + 1 = kγi, k ∈ {1, 2, ...}. In the DGABN, t%pi =
(kγi − 1)%γi = γi − 1 = qi, thus xi will also be updated at time t. This finding allows us
to directly apply the methods developed for DGABNs to DA models.

5.3.2 Relations to Block-Sequential Boolean Networks

A Block-Sequential Boolean Network (BSBN) [81, 82] is a tuple 〈V, F, d〉 where V =
{x1, ..., xn} is the set of nodes, F = {f1, ..., fn} is the set of Boolean functions associated
with the nodes, and d is a deterministic updating scheme (see Definition 5.3.2). At
each time step, nodes in a block are updated in parallel, but blocks follow each other
sequentially along with d, leading to a new state. Since each state has only one outgoing
transition, a BSBN may have two types of attractors including fixed points and limit
cycles [81]. Note that the time unit of a BSBN is nb(d) times of the time unit of SBNs or
DGABNs. Example 5.3.1 shows an example of BSBNs.

Definition 5.3.2 (Adapted from [81]). A deterministic updating scheme on the set V of
n nodes is a function d : {1, ..., n} → {1, ...,m},m ≤ n. A block of d is the set Bi = {v ∈
V |d(v) = i}, 1 ≤ i ≤ m. The number of blocks of d is denoted by nb(d) ≡ m. Frequently,
d will be denoted as a sequence of blocks, i.e., d = (j ∈ B1)(j ∈ B2)...(j ∈ Bnb(d)).

Example 5.3.1. Let B = 〈V, F, d〉 be a BSBN, where V and F are given as in DGABN
shown in Example 5.2.1 and d = (x1)(x2). The STG of B is given in Figure 5.3a. For
example, in state 00, x1 is updated, leading to a new state 10, then x2 is updated, leading
to a new state 11. Now, (00, 11) is a state transition of B. As we can see, B has only one
fixed point ({11}).

00

01

10

11

(a)

(00,0)

(10,1)

(11,1) (11,0)

(10,0) (00,1)

(01,1) (01,0)

(b)

Figure 5.3: (a) STG of the BSBN shown in Example 5.3.1 and (b) ESTG of the encoded
DGABN of this BSBN.
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Definition 5.3.3. Let B = 〈V, F, d〉 be a BSBN. Then, D is a DGABN such that its
set of nodes is V and its set of Boolean functions is F and its context is given as: pi =
nb(d), qi = j − 1, xi ∈ Bj, i ∈ {1, ..., n}. Given a state s of B, the corresponding extended
state of s is [[s]]D, where [[s]]Di = si, i ∈ {1, ..., n} and [[s]]Dn+1 = 0.

Definition 5.3.3 gives the encoding of a BSBN as a DGABN. Figure 5.3b shows the
ESTG of the encoded DGABN of the BSBN in Example 5.3.1. This ESTG has one limit
cycle of length two ({(11, 0), (11, 1)}). As we can see, a state s reaches a state s′ in the
BSBN if and only if the corresponding extended state of s reaches the corresponding
extended state of s′ in the encoded DGABN. For example, 00 reaches 11 if and only if
(00, 0) reaches (11, 0). We can also see that the set of attractors of the BSBN one-to-one
corresponds to the set of attractors of the encoded DGABN. Hereafter, we formalize the
relations in dynamics between a BSBN and its encoded DGABN (see Theorems 5.3.1
and 5.3.2). These relations allow us to apply our methods proposed for DGABNs to
BSBNs.

Theorem 5.3.1. Let B = 〈V, F, d〉 be a BSBN and D be its encoded DGABN by Defini-
tion 5.3.3. For any pair of states s and s′, we have s′ is reachable from s in B if and only
if [[s′]]D is reachable from [[s]]D in D.

Proof. Assume that s′ is the next state of s in B, i.e., s
B−→ s′, where

B−→ denotes a state

transition in B. Then, s
B1−→ s1...sm−1 Bm−−→ s′ where m = nb(d) and Bi is the ith block of d

and s
B1−→ s1 denotes that s1 is the state obtained by updating all nodes of B1 in parallel

with the current state is s. In [[s]]D, the nodes of B1 will be updated because [[s]]Dn+1 =

0, [[s]]Dn+1%pi = 0 = qi, xi ∈ B1. Then, [[s]]D
D−→ (s1, 1) where (s1, 1) is an extended state

of D with tscaled = 1. Similarly, we have [[s]]D
D−→ (s1, 1)...(sm−1,m − 1)

D−→ [[s′]]D. This
means that [[s′]]D is reachable from [[s]]D in D.

Assume that [[s]]D
D−→ (s1, 1)...(sm−1,m − 1)

D−→ [[s′]]D. Let V1 be the set of nodes
whose updates make D transits from [[s]]D to (s1, 1). Then, [[s]]Dn+1%pi = 0 = qi, i ∈ V1.

Thus, V1 = B1, implying that s
B1−→ s1 in B. Similarly, we have s

B1−→ s1...sm−1 Bm−−→ s′.
This means that s′ is reachable from s in B.

Now, we can conclude the proof.

Theorem 5.3.2. Let B = 〈V, F, d〉 be a BSBN and D be its encoded DGABN by Defini-
tion 5.3.3. Let AB and AD be the sets of attractors of B and D, respectively. Then, AB

one-to-one corresponds to AD. In addition, given an attractor att of B, its corresponding
attractor of D is att′ satisfying att = [[att′]]B, where [[ES]]B = {s|(s, 0) ∈ ES} with ES
is a set of extended states.

Proof. Assume that att is an attractor of B. Let FRB(S) denote the set of states reachable
from the set S of states in B. Let s be a state in att. Then, FRB({s}) = att. Let FRD(ES)
denote the set of extended states reachable from the set ES of extended states in D. Start
from [[s]]D, following the evolution of D, we will come back to [[s]]D by Theorem 5.3.1.
Since D has only fixed points or limit cycles, FRD({[[s]]D}) is an attractor of D. Moreover,
[[FRD({[[s]]D})]]B = FRB({s}) by Theorem 5.3.1. Thus, [[FRD({[[s]]D})]]B = att. (i)

Given att1, att2 ∈ AB, att1 ∩ att2 = ∅. Consider an arbitrary pair of states s1 ∈ att1
and s2 ∈ att2. If FRD({[[s1]]D}) ∩ FRD({[[s2]]D}) 6= ∅, then they are the same attractor
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since D has only fixed points or limit cycles. This implies that att1 = att2 contradicting
to att1 ∩ att2 = ∅. Thus, FRD({[[s1]]D}) ∩ FRD({[[s2]]D}) = ∅. (ii)

Assume that att′ is an attractor of D. Let att be a set of states in B such that
att = [[att′]]B. By Theorem 5.3.1, each state of att is reachable from any other state of
att. Suppose that there exists a state s 6∈ att such that it is reachable from att. Then
[[s]]D is not in att′ but is reachable from att′ by Theorem 5.3.1. This is a contradiction.
Thus, att is an attractor of B. (iii)

Given att′1, att
′
2 ∈ AD, att′1 ∩ att′2 = ∅. Oviously, [[att′1]]B ∩ [[att′2]]B = ∅. (iv)

There is an injection from AB to AD by (i) and (ii). There is also an injection from AD

to AB by (iii) and (iv). Thus, AB one-to-one corresponds to AD. In addition, att = [[att′]]B

with att is an attractor of B and att′ is its corresponding attractor of D. We also obtain
that |att′| = nb(d)× |att| because D has only fixed points or limit cycles.

5.3.3 Relations to Generalized Asynchronous Boolean Networks

Generalized Asynchronous Boolean Networks (GABNs) are interesting mathematical ob-
jects and have been widely studied [14, 150, 157] besides ABNs. GABNs have the asyn-
chronous and non-deterministic updating scheme. At each time step, they randomly
select any number of nodes to update synchronously. This means that a GABN can up-
date synchronously no node, only one node, some nodes, or all the nodes. The STG of a
GABN has 2n nodes and up to 22n arcs [14]. This maybe makes the analysis of a GABN
computationally hard.

Example 5.3.2. Let G be the GABN counterpart of the DGABN D shown in Exam-
ple 5.2.1 (i.e., the GABN shares the sets of nodes and Boolean functions with D). The
STG of G is shown in Figure 5.4. As we can see, each arc of the ESTG of D (see
Figure 5.2a) corresponds to an arc of the STG of G. For example, ((00, 0), (10, 1)) corre-
sponds to (00, 10) and ((10, 0), (01, 1)) corresponds to (10, 01). G has only one attractor
({11}), whereas D has three attractors. We can see that {11} corresponds to the attractor
{(11, 1), (11, 0)} of D.

00 01

10 11

Figure 5.4: STG of the GABN shown in Example 5.3.2.

Obviously, all state transitions of a DGABN will be covered in the STG of its GABN
counterpart by the updating scheme of GABNs. See Example 5.3.2 as an illustration.
Hereafter, we formally state and prove several relations in dynamics between a DGABN
and its GABN counterpart (see Lemma 5.3.1 and Theorem 5.3.3). Theorem 5.3.3 shows
that given a DGABN and its GABN counterpart, each attractor of the GABN contains
at least one attractor of the DGABN.

Lemma 5.3.1. Let D be a DGABN and G be its GABN counterpart. Let es be an extended
state of D and FRD({es}) be the set of extended states reachable from es in D. Then,
[[FRD({es})]]I ⊆ FRG({[[es]]I}).
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Proof. Let G(D) and G(G) be the ESTG and STG of D and G, respectively. If (es, es′) is
an arc in G(D), then ([[es]]I , [[es′]]I) is also an arc in G(G) because in GABNs, any number
of nodes can be synchronously updated. Thus, it is easy to imply that [[FRD({es})]]I ⊆
FRG({[[es]]I}).

Theorem 5.3.3. Let D be a DGABN and G be its GABN counterpart. Let AD and
AG be the sets of attractors of D and G, respectively. Then, there exists a mapping
m : AG → AD with [[m(att)]]I ⊆ att for all att ∈ AG. In addition, m(att1) 6= m(att2) for
all att1, att2 ∈ AG, att1 6= att2. This means that m is an injection.

Proof. Let att ∈ AG and s ∈ att be a state of G. Obviously, FRG({s}) = att.
Let es′ be an extended state of D such that es′i = si, i ∈ {1, ..., n} and es′n+1 =

0. By Lemma 5.3.1, we have [[FRD({es′})]]I ⊆ FRG({[[es′]]I}) = FRG({s}) = att.
Clearly, there is an attractor att′ of D such that att′ ⊆ FRD({es′}). Then, [[att′]]I ⊆
[[FRD({es′})]]I be the definition of images. Thus, [[att′]]I ⊆ att. We now can choose the
mapping m as m(att) = att′. Note that since att′ may not be unique, m may not be
uniquely determined.

For all att1, att2 ∈ AG, att1 6= att2, we have att1 ∩ att2 = ∅ since attractors of G
are pairwise disjoint. [[m(att1)]]I ⊆ att1 and [[m(att2)]]I ⊆ att2 imply that [[m(att1)]]I ∩
[[m(att2)]]I = ∅. Then, m(att1)∩m(att2) = ∅ by the definition of images. Thus, m(att1) 6=
m(att2). Therefore, m is an injection.

In Section 3.3, we have formally stated and proved several relations in dynamics be-
tween a GABN and its SBN counterpart. Theorem 3.3.1 shows that any attractor of a
GABN always contains an attractor of its SBN counterpart. Since an SBN is a special
DGABN, this theorem is a special case of Theorem 5.3.3.

5.3.4 Relations to Mixed-Context Boolean Networks

To deal with the lack of knowledge on real contexts of DGABNs, Carlos Gershenson pro-
posed a new type of Boolean models called Mixed-Context Boolean Networks (MxBNs) [5,
13]. He introduced the idea of mixed context, where a mixed context is a statistical mix-
ture of a set of pure contexts. The updating scheme of MxBNs is basically like that of
DGABNs. However, MxBNs have to make a random choice between pure contexts at
each time step, making their dynamics non-deterministic and generating a probability
structure that is non-Kolmogorovian (quantum-like) [13].

An MxBN is a DGABN with M ≥ 1 pure contexts. Each pure context consists of p’s
and q’s as in DGABNs. At each time step, we randomly select one pure context among
M pure contexts and use it in the DGABN. Hence, the dynamics of an MxBN can be
captured by overlapping the ESTGs of its M constituent DGABNs. See Example 5.3.3
for an example of MxBNs.

Example 5.3.3. Given an MxBN M of two nodes (x1, x2). Its Boolean functions and
M = 2 pure contexts are given by

f1 = (x1 ∧ x2) ∨ (¬x1 ∧ ¬x2), f2 = x1;

M1 : p1 = 1, p2 = 2, q1 = 0, q2 = 0;

M2 : p1 = 1, p2 = 1, q1 = 0, q2 = 0.
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Let D1 and D2 be the DGABNs corresponding to M1 and M2, respectively. Figure 5.5
shows the ESTG of M. This ESTG is formed by overlapping the ESTG of D1 (normal
lines) and the ESTG of D2 (dashed lines).

(00,0)

(10,1)

(11,1) (11,0)

(10,0) (00,1)

(01,1) (01,0)

Figure 5.5: ESTG of the MxBN shown in Example 5.3.3.

In Example 5.3.3,M has two attractors including {(11,0), (11,1)} and {(00,0), (10,1),
(10,0), (01,1), (01,0), (00,1)}. Note that an extended state of an MxBN may have more
than one outgoing transition by the introduction of non-determinism to MxBNs, leading
to the existence of complex attractors as in ABNs [43]. In addition, D1 has three attractors
including {(00,0), (10,1)}, {(11,0), (11,1)}, and {(10,0), (01,1), (01,0), (00,1)}; D2 has two
attractors including {(11, 0)} and {(00,0), (10,0), (01,0)}. We can see that each attractor
of M always contains at least one attractor of D1. This observation is also valid for the
case of D2. We generalize this observation in Theorem 5.3.4.

Theorem 5.3.4. LetM be an MxBN of M pure contexts. Let D be an arbitrary DGABN
among M constituent DGABNs of M. Let AM and AD be the sets of attractors of M
and D, respectively. Then, there exists a mapping m : AM → AD with m(att) ⊆ att for
all att ∈ AM. In addition, m(att1) 6= m(att2) for all att1, att2 ∈ AM, att1 6= att2. This
means that m is an injection.

Proof. Let att ∈ AM. Obviously, an attractor ofM always contains an extended state es
such that esn+1 = 0. Thus, there is an extended state es such that es ∈ att and esn+1 = 0.
Then, FRM({es}) = att. In addition, es is also an extended state of D.

Since the ESTG ofM contains the ESTG of D, FRD({es}) ⊆ FRM({es}). Obviously,
there is an attractor att′ of D such that att′ ⊆ FRD({es}). Then, att′ ⊆ FRM({es}) =
att. We now can choose the mapping m as m(att) = att′. Note that since att′ may not
be unique, m may not be uniquely determined.

For all att1, att2 ∈ AM, att1 6= att2, we have att1 ∩ att2 = ∅ because attractors of M
are pairwise disjoint. m(att1) ⊆ att1 and m(att1) ⊆ att1 imply that m(att1)∩m(att2) = ∅.
Thus, m(att1) 6= m(att2). Therefore, m is an injection.

Theorem 5.3.4 suggests us a promising way to find all attractors of an MxBN. First, we
can find attractors of one of its constituent DGABNs by applying our method presented in
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Section 5.4. Then, we can filter the set of DGABN attractors by checking the reachability
property in this MxBN. This idea is similar to the filtering algorithm for finding GABN
attractors based on SBN attractors, which is presented in Subsection 3.4.3. Proposing an
efficient method for attractor detection in MxBNs is one of our future work.

5.4 Computing Attractors

Attractor detection in various types of BNs has attracted much attention. Many studies
has been done but they mainly focus on SBNs (e.g., [43, 44, 50]) and ABNs (e.g., [43, 49]).
There are very few studies (e.g., [75, 80]) specifically done for DGABNs. Moreover, these
few studies are theoretical or simulation-based studies. These facts motivate algorithms
for analytically and practically finding attractors of a DGABN.

Dubrova and Teslenko proposed an efficient SAT-based method for finding attractors
of an SBN [44]. Since the ESTG of a DGABN is deterministic like the STG of a SBN,
there is a potential to extend the SAT-based method for SBNs to that for DGABNs.
However, it is difficult to directly use SAT for DGABNs because the transition formula
of an ESTG (see Equation 5.1) contains integer variables (e.g., xjn+1) and the modulus

operator. Since integers are bounded, we can encode xjn+1 by a bit-vector [118] of sizem (m
is the smallest integer larger than or equal to the logarithm to the base two of γ) and then
use the bit-blasting technique [159] to transform the transition formula to an equivalent
SAT formula. Satisfiability Modulo Theory (SMT) may provide a more natural encoding.
Modern SMT solvers (e.g., Z3 [118]) use the efficient algorithms of SAT solvers as their
solving cores, thus can handle very large problem instances. In addition, the bit-blasting
technique is also integrated into some SMT solvers as a solving tactic [118]. Therefore,
we here propose a new SMT-based method for finding attractors of an DGABN. Note
that proposing ESTG paves the way to extend the method by Dubrova and Teslenko for
SBNs to that for DGABNs.

5.4.1 SMT-Based Method

The intuitive idea of the proposed SMT-based method (named DA-SMT-Att) is as
follows. DA-SMT-Att searches for a p-length path (i.e., this path makes p transitions
between extended states) in the ESTG of a DGABN. Since a fixed point of the DGABN
is represented by a limit cycle of length γ in the ESTG of this DGABN, p can start with
γ (γ ≥ 1). If a path is found and it contains a limit cycle, DA-SMT-Att adds this limit
cycle to the set of marked attractors. In an ESTG, an extended state has a unique next
extended state, thus once a path reaches a limit cycle, it never leaves this cycle. This
suggests a way to check whether a path contains a limit cycle by checking whether the
last extended state of the path occurs at least twice in this path. In the next iterations,
DA-SMT-Att only searches for paths such that their last extended states are not in the
set of marked attractors. If a path is found and it contains no limit cycle, DA-SMT-Att
increases p (e.g., doubles p) and continues the search for a path with the new length.
If a path does not exist, DA-SMT-Att can terminate the search. Since the ESTG is
deterministic like the STG of an SBN, DA-SMT-Att always terminates and correctly
finds all attractors of the DGABN (see Theorem 5.4.1).

Theorem 5.4.1. DA-SMT-Att terminates and correctly finds all attractors of a DGABN.
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Proof. Let D denote the DGABN.
Until at least one attractor remains unmarked, we can find a path of any length such

that its last extended state is not in any marked attractors because we can cycle in an
attractor forever. This means that DA-SMT-Att will not terminate if at least one
attractor remains unmarked (a).

In the beginning of DA-SMT-Att, the number of marked attractors is 0. The length
of a path such that it does not contain any limit cycles must be less than the number
of extended states of the ESTG of D (b). A better upper bound is the diameter of the
ESTG. The diameter of a graph is defined as the length of the longest shortest path
between two nodes. Since p always increases when no limit cycle is found and the ESTG
has at least one limit cycle, we eventually find a path containing a limit cycle by (a).
Now this limit cycle is marked (i.e., it is added to the set of marked attractors). If all
attractors of D are marked, DA-SMT-Att must eventually terminate by (b). Otherwise,
M continues its search by (a). Since the number of attractors of D is finite, all attractors
will eventually be marked. Now, DA-SMT-Att can terminate by (b) and all attractors
of D are found.

In each iteration of DA-SMT-Att, the finding of a p-length path can be performed
by using an SMT solver (we here use Z3 [118]). Let A be the set of attractors that is
updated through the iterations. Note that such a path must satisfy two conditions. First,
the value of the scaled time of its starting extended state must be 0. As mentioned in
Section 5.2, there may be some spurious extended states that are not in the ESTG of
the DGABN. This condition guarantees that all extended states along with the path are
always in the ESTG because the starting extended state is one of the possible initial
extended states of the DGABN. Second, its ending extended state must be not in A as
mentioned in the previous paragraph. The path can be encoded as an SMT formula P
(see Equation 5.2). Then, we simply use Z3 to solve P .

P := (es0
n+1 = 0) ∧

{
p−1∧
j=0

T D(esj, esj+1)

}
∧ ¬χ(AF , esp) (5.2)

In Equation 5.2, esj denotes the (j + 1)th extended state of the path. Then, es0 and
esp denote the starting and ending extended states of the p-length path, respectively.
T D(esj, esj+1) represents the transition from esj to esj+1, where T D is the transition
formula of the DGABN D (see Equation 5.1). Thus,

∧p−1
j=0 T D(esj, esj+1) represents a

p-length path of D. (es0
n+1 = 0) represents the first condition of the path. ¬χ(AF , esp)

represents the second condition of the path, where AF is the flattened set of A (i.e., AF

is the set of extended states); χ(AF , esp) is the characteristic formula representing all
extended states of AF in terms of variables of esp. The characteristic formula of a set
of extended states is defined based on the characteristic formula of an extended state:
χ(AF , esp) =

∨
es∈AF χ(es, esp). The characteristic formula of an extended state es in

terms of variables of esp is defined as χ(es, esp) =
∧n+1

i=1 (esi = espi ).
Let us see a running example of DA-SMT-Att on the DGABN D shown in Exam-
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ple 5.2.1. DA-SMT-Att starts with p = γ = 2 and A = ∅. We obtain

T D(es0, es1) = {es1
3 = (es0

3 + 1)%2} ∧ {(es0
3%1 = 0∧

(es1
1 = (es0

1 ∧ es0
2) ∨ (¬es0

1 ∧ ¬es0
2))) ∨ (es0

3%1 6= 0 ∧ es1
1 = es0

1)}
∧ {(es0

3%2 = 0 ∧ es1
2 = es0

1) ∨ (es0
3%2 6= 0 ∧ es1

2 = es0
2)};

T D(es1, es2) = {es2
3 = (es1

3 + 1)%2} ∧ {(es1
3%1 = 0∧

(es2
1 = (es1

1 ∧ x1
2) ∨ (¬es1

1 ∧ ¬es1
2))) ∨ (es1

3%1 6= 0 ∧ es2
1 = es1

1)}
∧ {(es1

3%2 = 0 ∧ es2
2 = x1

1) ∨ (es1
3%2 6= 0 ∧ es2

2 = es1
2)};

P = (es0
3 = 0) ∧ T D(es0, es1) ∧ T D(es1, es2).

DA-SMT-Att then uses Z3 to solve P . Clearly, a path is found. Suppose that this
path is (00, 0) → (10, 1) → (00, 0) (see Figure 5.2a). Since the last extended state
((00, 0)) occurs twice, we obtain a limit cycle of length 2. Now, we can add this limit
cycle ({(00, 0), (10, 1)}) to A. The flatted set AF is {(00, 0), (10, 1)} and χ(AF , es2) =
χ((00, 0), es2) ∨ χ((10, 1), es2) where χ((00, 0), es2) = (es2

1 = 0) ∧ (es2
2 = 0) ∧ (es2

3 =
0), χ((10, 1), es2) = (es2

1 = 1) ∧ (es2
2 = 0) ∧ (es2

3 = 1). In the next iteration, DA-
SMT-Att continues to search a path of length two with the new formula P = (es0

3 =
0) ∧ T D(es0, es1) ∧ T D(es1, es2) ∧ ¬χ(AF , es2). Suppose that the next found path is
(00, 1)→ (10, 0)→ (01, 1). This path is cycle-free because the last extended state ((01, 1))
occurs only one. Now, DA-SMT-Att increases p to four and starts the next iteration
with p = 4 and A = {{(00, 0), (10, 1)}}. By running two more iterations, DA-SMT-Att
terminates and all the attractors of D are detected with A = {{(00,0), (10,1)}, {(11,0),
(11,1)}, {(00,1), (10,0), (01,1), (01,0)}}.

In DA-SMT-Att, the last value of p is called the unfolding depth of the DGABN.
Obviously, in each iteration of DA-SMT-Att, the number variables and the number of
clauses of P depend on both n and p. In the ESTG of the DGABN, starting from an
extended state, we must go through at least γ − 1 different extended states to reach an
extended state with the same tscaled. It seems to make the diameter of the ESTG longer.
Thus, if γ is large even when n is small, the diameter may be very large. The diameter
of the ESTG is an upper bound of the unfolding depth, leading the unfolding depth of
the DGABN may be very large. In this case, P will have too many variables and clauses,
and the time for solving P may be extremely long.

5.4.2 Case Study

In this subsection, we apply our proposed method for attractor detection in DGABNs
(i.e., DA-SMT-Att) to two real biological networks and compare the obtained results
to the previous insights on these networks already explored in the literature.

The first network is the reduced network of the guard cell ABA signal transduction
network analyzed in [9]. The BN of this reduced network includes three nodes: x1 standing
for CIS, x2 standing for Ca2+

c , and x3 standing for Ca2+ATPase. Its Boolean functions
are given by

f1 = x2, f2 = x1 ∧ ¬x3, f3 = x2.

Each node xi is associated with a time unit γi, forming a DA model. Saadatpour et al. [9]
applied their method to this network with many different choices of time units (i.e., many
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different DA models). We here encode a DA model as a DGABN (see Subsection 5.3.1).
Then, we apply DA-SMT-Att to find attractors of the encoded DGABN. The obtained
results are given as follows.

For the case that γ1 = 2γ2, γ2 = 2k+ 1, γ3 = 2, k = 2, we have that the DA model has
a limit cycle of length γ2 + 1 + 2k = 4k+ 2 = 10 by Proposition 1 of [9]. Note that in [9],
the authors claimed that the cycle length is only 2k+ 2 because of their way for counting
the time staying each state. Following their proof for this proposition, the correct length
should be 4k+ 2. By applying DA-SMT-Att, the encoded DGABN has two limit cycles
of length 10. One of these two limit cycles is {(101,0), (111,9), (111,8), (111,7), (111,6),
(110,5), (100,4), (100,3), (100,2), (101,1)}. This result is consistent with Proposition 1
of [9].

For the case that γ1 = 2γ2, γ2 = 2k, γ3 = 2, k = 2, we have that the DA model has a
limit cycle of length γ2 +2k = 4k = 8 by Proposition 2 of [9]. Note that in [9], the authors
claimed that the cycle length is only 2k because of their way for counting the time staying
each state. Following their proof for this proposition, the correct length should be 4k.
By applying DA-SMT-Att, the encoded DGABN has two limit cycles of length 8. One
of these two limit cycles is {(110,5), (110,4), (100,3), (100,2), (101,1), (101,0), (111,7),
(111,6)}. This result is consistent with Proposition 2 of [9].

The second network is the mammalian cell cycle network analyzed in [82]. The BN of
this network includes 10 nodes (genes) and its detail is given in Table 5.1. The authors
of [82] analyzed this network under different deterministic updating schemes. For each
deterministic updating scheme, we encode the corresponding BSBN as a DGABN (see
Subsection 5.3.2). Then, we apply DA-SMT-Att to find attractors of the encoded
DGABN. The obtained results are given as follows.

Table 5.1: BN model of the cell cycle network.

Gene Boolean function
CycD CycD
Rb (¬CycD ∧ ¬CycB) ∧ ((¬CycE ∧ ¬CycA) ∨ p27)
E2F (¬Rb ∧ ¬CycA ∧ ¬CycB) ∨ (p27 ∧ ¬Rb ∧ ¬CycB)
CycE (E2F ∧ ¬Rb)
CycA (¬Rb ∧ ¬Cdc20 ∧ ¬(Cdh1 ∧ UbcH10)) ∧ (E2F ∨ CycA)
p27 (¬CycD ∧ ¬CycB) ∧ ((¬CycE ∧ ¬CycA) ∨ (p27 ∧ ¬(CycE ∧ CycA)))
Cdc20 CycB
Cdh1 (¬CycA ∧ ¬CycB) ∨ Cdc20 ∨ (p27 ∧ ¬CycB)
UbcH10 ¬Cdh1 ∨ (Cdh1 ∧ UbcH10 ∧ (Cdc20 ∨ CycA ∨ CycB))
CycB ¬Cdc20 ∧ ¬Cdh1

For the case that the deterministic updating scheme is (CycD,Rb, Cdc20, Cdh1, CycA)
(p27, UbcH10, CycB)(E2F )(CycE), the BSBN has one fixed point with CycD = 0, a limit
cycle of length 4 with CycD = 1, and a limit cycle of length 8 with CycD = 0 (see Figure
7 of [82]). By applying DA-SMT-Att, the encoded DGABN has a limit cycle of length 4,
a limit cycle of length 16, and a limit cycle of length 32. Since γ of the encoded DGABN
is 4, three attractors of the encoded DGABN correspond to three attractors of the BSBN.
See Table 5.2 for details of these DGABN attractors. Herein, the order of the nodes in a
state is (CycD, p27, E2F,CycE,CycA, p27, Cdc20, Cdh1, UbcH10, CycB). Note that in
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each DGABN attractor, we only show the images of extended states whose tscaled are 0.
This result is consistent with the relations presented in Subsection 5.3.2.

For the case that the deterministic updating scheme is (CycD, p27, Cdc20, Cdh1, UbcH10,
CycB)(E2F )(CycE)(Rb,CycA), the BSBN has one fixed point with CycD = 0, a limit
cycle of length 2 with CycD = 0, a limit cycle of length 6 with CycD = 0, and a limit
cycle of length 6 with CycD = 1 (see Figure 8 of [82]). By applying DA-SMT-Att,
the encoded DGABN has a limit cycle of length 4, a limit cycle of length 8, and two
limit cycles of length 24. Since γ of the encoded DGABN is 4, four attractors of the
encoded DGABN correspond to four attractors of the BSBN. See Table 5.2 for details
of these DGABN attractors. This result is consistent with the relations presented in
Subsection 5.3.2.

Table 5.2: Details of DGABN attractors of the cell cycle network.

Figure 7
{0100010100}
{1011000100, 1000101010, 1000100011, 1000100100}
{0000100100, 0011000100, 0011001010, 0000010011, 0100100100,
0011010100, 0000101010, 0000100011}

Figure 8

{0100010100}
{0111110100, 0000000100}
{0000100011, 0000100000, 0011100100, 0011000110, 0011001110,
0000001011}
{1011001110, 1000001011, 1000100011, 1000100000, 1011100100,
1011000110}

5.4.3 Verifying the Previous Insights

Many numerical experiments were conducted to discover several insights into the dynamics
of DGABNs [13, 14]. However, their method is incomplete and is limited to small networks
(n ≤ 10). Since DA-SMT-Att can find exactly all the attractors of a DGABN and can
be applicable to large networks (see Section 5.5), we here reproduced these experiments
with larger networks to verify these insights. We hope that DA-SMT-Att will be helpful
in further research on DGABNs and their applications.

Following the experimental method by [13, 14], we randomly generated 1000 N -K
BNs with K = 3 (i.e., each node has exactly K = 3 input nodes) and different numbers of
nodes (n = 3, 4, ..., 15) by using Bool Net R package [117]. We then randomly generated
a context for each BN with Λ = 3. In total, we have 13000 randomly generated DGABNs.
We applied DA-SMT-Att to find attractors of each DGABN and its SBN counterpart
(i.e., Λ = 1). For each DGABN or its SBN counterpart, the number of attractors and the
percentage of extended states in attractors were reported.

Figure 5.6 shows the average number of attractors of the randomly generated networks
with different n. We can see that the average number of attractors of DGABNs for low Λ
(Λ = 1 and Λ = 3) has a linear increment proportional to n. This observation is consistent
with the insight on the average number of attractors presented in Section 3 of [13].

Figure 5.7 shows the percentage of attractor states (in a base-10 logarithmic scale) of
the randomly generated networks with different n. By observing this figure, we can see
that the percentage of attractor states seems to decrease exponentially as n increases for
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both SBNs and DGABNs. However, the percentage of attractor states decreases slower
for low Λ (Λ = 1) than for a higher one (Λ = 3). This observation is consistent with
the insight on the percentage of attractor states presented in Section 3 of [13]. Another
observation, which can be obtained from this figure, is that SBNs (Λ = 1) have more
states in attractors than DGABNs (Λ = 3). This is consistent with the insight on the
percentage of attractor states presented in Subsection 3.2 of [14].
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Figure 5.6: Average number of attractors varying the number of nodes.
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Figure 5.7: Average percentage (log scale) of attractor states varying the number of nodes.

5.5 Experimental Results

We have implemented the proposed method (i.e., DA-SMT-Att) in a JAVA tool inte-
grating the Z3 solver called DABoolNet. An executable file of DABoolNet and several
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example networks are available at: https://github.com/giang-trinh/daboolnet. To
our best knowledge, BooleanNet [80] is the sole practical tool for analysis of DA models.
However, a DA model is only a special DGABN (see Subsection 5.3.1) and BooleanNet
is only a simulation tool. Thus, it is difficult to compare DABoolNet with other previous
tools with respect to attractor detection in DGABNs. We here only focus on how well
DA-SMT-Att scales up.

In order to evaluate the scalability of DA-SMT-Att, we applied this method to ran-
domly generated DGABNs. We randomly generated 24 DGABNs with different numbers
of nodes and Λ = 3. All the 24 DGABNs have the same γ = 6. We then ran DABool-
Net to find attractors of these DGABNs. The time limit was set to four hours for each
DGABN. The running environment is a PC with CPU: Intel Core i7 2.4 GHz, Memory:
16 GB, Windows 10 Home 64 bit.

Table 5.3 shows the obtained results. Column ”n” stands for the number of nodes.
Column ”a× l” stands for the number and length of attractors computed by DA-SMT-
Att. The computational time (in seconds) is given in Column ”time (s)”. From these
results, we see that DA-SMT-Att can find attractors of large DGABNs within practical
computational time.

Table 5.3: Experimental results of DA-SMT-Att on randomly generated networks.

n a× l time (s) n a× l time (s)
10 2 x 6 2.40 130 16 x 12 2312.64
20 8 x 6 14.49 140 14 x 12 342.61
30 10 x 6 49.37 150 8 x 6, 8 x 12, 4 x 36 711.71
40 16 x 6, 8 x 12 124.72 160 24 x 12 11996.69
50 10 x 12, 2 x 24, 4 x 36 529.95 170 6 x 12 1135.65
60 8 x 24 318.25 180 2 x 12 132.50
70 5 x 12 210.00 190 16 x 12 657.86
80 9 x 12, 2 x 24 324.91 200 4 x 6, 8 x 18, 2 x 36, 2 x 72 2902.37
90 8 x 6 304.19 250 10 x 6, 12 x 30 11338.33
100 4 x 6 136.90 300 5 x 6, 1 x 12, 12 x 30 8290.07
110 3 x 6, 1 x 12 88.64 350 timeout timeout
120 24 x 12 820.93 400 timeout timeout

5.6 Discussion

In this chapter, we have proposed the formulation of an ESTG. An ESTG captures the
whole dynamics of a DGABN and paves potential ways to analyze this DGABN. Based
on this formulation, we have proposed an SMT-based method (called DA-SMT-Att) for
attractor detection in DGABNs, which is one of central issues in systems biology. The
experimental results show that DA-SMT-Att can handle well large networks. We have
also stated and proved several relations between DGABNs and other models including
DA models, BSBNs, GABNs, and MxBNs. These relations not only contribute to under-
standing the dynamics of Boolean networks but also pave potential ways to analyze these
models based on DGABNs.
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To show the applications of DA-SMT-Att, we have applied this method to find
attractors of two real biological networks. The results obtained by DA-SMT-Att are
consistent with the previous insights on these real networks in the literature. We have
also used DA-SMT-Att to verify several previously numerical insights into the dynamics
of SBNs and DGABNs.

Note that, in our experiment, DA-SMT-Att suffers from an inherent problem of
SMT. When γ of a DGABN is large (e.g, γ ≥ 30), the unfolding depth in DA-SMT-Att
may be too large even for DGABNs with small n. In this case, the SMT formula P
will have too many variables and clauses, and the time for solving P may be extremely
long. To mitigate this problem, further improvements for SMT (e.g., variable ordering)
are needed.
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Optimal Control
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Chapter 6

Optimal Control of Deterministic
Generalized Asynchronous Boolean
Networks

6.1 Introduction

Control of biological systems is one of the central issues in systems biology [38]. In
theory, biological systems are complex and contain highly non-linear components and
thus existing methods in control theory cannot be directly applied to control of biological
systems. In practice, control of cells may be useful for systems-based drug discovery and
cancer treatment [19, 38, 39]. Thus, it is an important and interesting challenge to develop
theories and methods for control of biological systems [21]. Since BNs are highly non-
linear systems and have been widely used in modeling biological systems, it is reasonable
to try to develop methods for control of BNs.

In recent years, several approaches have been developed for control of BNs. We can
classify them into two main directions. The first one (e.g., [39, 58, 59, 60, 61, 62, 63])
uses node perturbations, whereas the second one (e.g., [55, 56, 57]) uses external inputs
to control a BN. The second direction assumes that the set of control inputs is known
and fixed for a finite sequence of steps. Somehow this is not very realistic, concerning the
effort in searching for potential drug targets [21]. However, this direction is still useful
because (a) extensive studies have been done on selecting and analyzing the minimum
set of control nodes [160, 161] and (b) some methods of the first direction can be cast
into the second direction [59]. To our best knowledge, there is no study specifically
designed for DGABNs. Although optimality may rarely be the main constraint compared
to correct behavior of systems in experiments, the optimal control problem is still useful
and interesting because it is more general than the standard control problem [21, 56].
Therefore, we focus on optimal control of DGABNs.

We formulate the optimal control problem of DGABNs in Section 6.2. We then propose
two SMT-based methods for solving the formulated problem under the two control modes,
time-sensitive (see Section 6.3) and non-time-sensitive (see Section 6.4). To show the
applications of the proposed methods, we apply the proposed methods to optimal control
of a real biological network (see Section 6.5), the apoptosis network [162]. Finally, we
evaluate the scalability of the proposed methods by conducting an experiment on an
artificial network (see Section 6.6).
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6.2 Problem Formulation

Before defining the problem of optimal control of DGABNs, we introduce DGABNs with
control nodes. In the rest of this chapter, we refer a DGABN as a DGABN with control
nodes.

Definition 6.2.1. A BN with control nodes is defined as a triple (V, F, U), where V =
{x1, ..., xn} (n ≥ 1) is the set of internal nodes, F = {f1, ..., fn} is the set of Boolean
functions, and U = {u1, ..., um} (m ≥ 0) is the set of external (control) nodes. Each
node xi is identified as a Boolean variable, and is associated with a Boolean function
fi : Bn × Bm → B. Also, each node ui is identified as a Boolean variable. xi(t) ∈ B and
ui(t) ∈ B denote the state of internal node xi and the state of external node ui at time t,
respectively. x(t) = (x1(t), ..., xn(t))> and u(t) = (u1(t), ..., um(t))> denote the state and
the control input of the BN at time t, respectively.

Definition 6.2.1 gives the definition of a BN with control nodes. Internal node xi
updates its state by xi(t + 1) = fi(x(t), u(t)), whereas a control node can receive an
arbitrary Boolean value at each time step. Then, a DGABN with control nodes is defined
in Definition 6.2.2.

Definition 6.2.2. A DGABN with control nodes is a BN with control nodes such that
each internal node xi is associated with two parameters, pi ∈ N+ and qi ∈ N, qi < pi.
Internal node xi can be updated at time t if t%pi = qi. If multiple internal nodes can be
updated, then all of them are updated simultaneously.

We here formally define optimal control of DGABNs as in Definition 6.2.3 adapted
from [21]. In this definition, internal nodes stand for usual nodes (i.e., genes or proteins),
external (control) nodes can stand for external interventions (e.g., drugs, radiation, or
chemotherapy), the initial state can stand for a disease or cancerous state, and the desired
state can stand for a healthy or normal state. Usually, ui(k) = 0 implies that ui is
not applied at time k, whereas ui(k) = 1 implies that ui is applied at time k with the
application cost gi. Note that the cost vector g may be fixed or not fixed over time. In
the biological context, g may depend on the current state of the system, i.e., g may be
represented as a function gf : U × Bn → N. In addition, we can consider various types of
cost, such as, the cost of applying drugs, the total harmful effects of the applied drugs, the
total concentration of some given genes [163]. Representing the function gf or these types
of cost as SMT formulas is easy thanks to the expressive power of SMT. For simplicity,
we assume that g is fixed over time and the cost function is the cost of applying control
nodes. Example 6.2.1 shows a DGABN with a setting for optimal control.

Definition 6.2.3. Given a DGABN including a set of internal nodes (X = {x1, ..., xn})
and a set of external (control) nodes (U = {u1, ..., um}), an initial state xini ∈ B1×n,
a desired state xdes ∈ B1×n, a target time M , and a cost vector g ∈ N1×m. Note that
control nodes can appear in Boolean functions of the DGABN, i.e., fi : Bn+m → B
(i = 1, ..., n). Let decide whether or not there exists a control sequence of 0-1 control
vectors 〈u(0), ..., u(M − 1)〉 such that x(0) = xini, x(M) = xdes, and the linear cost
function C =

∑M−1
j=0 (

∑m
i=1(ui(j)× g(ui))) is minimum. Then, output one if it exists.
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Example 6.2.1. A DGABN D includes three internal nodes (x1, x2, x3) and two control
nodes (u1, u2). Its setting for optimal control is given by

f1 = ¬u1, f2 = x1 ∧ u2, f3 = x1 ∨ x2;

p1 = 2, p2 = 1, p3 = 2; q1 = 1, q2 = 0, q3 = 0;

g(u1) = 1, g(u2) = 2; xini = 000, xdes = 011.

We here consider two control modes (time-sensitive and non-time-sensitive) for optimal
control of DGABNs as for optimal control of other systems [164]. In the time-sensitive
mode, the condition x(M) = xdes must be strictly satisfied, i.e., the DGABN must reach
the desired state at exactly the target time M (as in Definition 6.2.3). The time-sensitive
mode is often used in standard forms of optimal control problems of BNs [165]. It is
useful when we want, for example, to find a drug treatment over a given time frame
[0,M ] minimizing the cost of using the drugs. In many applications, we may want, for
example, to find a drug treatment such that the cost of using the drugs is minimum
and the treatment time should be as early as possible before a given time M . In this
case, the non-time-sensitive mode is useful. In the non-time-sensitive mode, the condition
x(M) = xdes can be relaxed, i.e., the DGABN can reach the desired state before or at time
step M . Specifically, the two last sentences of Definition 6.2.3 are replaced by: Let decide
whether or not there exists a control sequence of 0-1 control vectors 〈u(0), ..., u(M ′ − 1)〉
such that

x(0) = xini, x(M ′) = xdes,M ′ ≤M,

and the linear cost function

C =
M ′−1∑
j=0

(
m∑
i=1

(ui(j)× g(ui)))

is minimum. Then, output one if it exists.

6.3 SMT-Based Method for the Time-Sensitive Mode

Langmead and Jha proposed an efficient SAT-based method for standard control of
SBNs [55]. Inspired by this SAT-based method, we propose two methods for optimal
control of DGABNs under the two control modes called DA-SMT-Con-TS and DA-
SMT-Con-NTS, respectively. However, there are some differences between our methods
and the SAT-based method. First, the SAT-based method is only applicable to SBNs,
whereas our methods are applicable to DGABNs, which are more general than SBNs.
Second, the SAT-based method solves the standard control problem, whereas our meth-
ods solve the optimal control problem, which is more general than the standard control
problem. Third, the SAT-based method only supports the time-sensitive mode, whereas
our methods support both the time-sensitive and non-time-sensitive modes.

For the time-sensitive mode, the intuitive idea of DA-SMT-Con-TS is as follows.
Let est be the corresponding extended state of state x(t), where esti = xi(t), i ∈ {1, ..., n}
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and estn+1 = t%γ. Let ut denote the control input at time t. We first encode an M -
length path from es0 to esM in the ESTG of the DGABN D as an SMT formula P (see
Equation 6.1), which is based on the transition formula between two extended states of
the DGABN. We then solve P under minimizing the cost function C in Z3 (see [166] for
optimization in Z3). If SAT(P ), then a control sequence and an optimum cost, which can
be easily obtained from the satisfying assignments of the corresponding SMT variables,
are released. Otherwise, ”there are no control policies” is released.

In Equation 6.1, Tstart (see Equation 6.2) expresses that the path starts with xini at
time t = 0 and Tend (see Equation 6.3) expresses that the path ends with xdes at time
t = M . Clearly, we can easily adjust Tstart and Tend to express the case of multiple initial
states or multiple desired states. This is useful because in the biological context we often
only consider the values of some dominant genes, other genes can receive arbitrary values.
TM stands for M transitions of this path. Note that T D(esj, esj+1) in Equation 6.5 is
the transition formula between two extended states of the DGABN D, which is defined
in Equation 6.4.

P := Tstart ∧ TM ∧ Tend (6.1)

Tstart := (es0
n+1 = 0) ∧

n∧
i=1

(es0
i = xinii ) (6.2)

Tend := (esMn+1 = M%γ) ∧
n∧

i=1

(esMi = xdesi ) (6.3)

T D(esj, esj+1) :=
{
esj+1 = (esj + 1)%γ

}
∧

n∧
i=1

{[
(esj%pi = qi) ∧ (esj+1

i = fi(es
j, uj))

]
∨
[
(esj%pi 6= qi) ∧ (esj+1

i = esji )
]} (6.4)

TM :=
M−1∧
j=0

T D(esj, esj+1) (6.5)

Let us consider Example 6.2.1. In the time-sensitive mode, we obtain a control se-
quence as 〈(0, 0), (0, 0), (0, 0), (1, 1)〉 and the minimum cost is C = 3 for M = 4. This
result is shown in Table 6.1. In Table 6.1, Column ”t” denotes the time of evolution (not
scaled to γ) and Column ”Updated nodes” denotes the nodes that will be updated at
time t. When M = 5, there are no control sequences. However, in the non-time-sensitive
mode, we will obtain the control sequence as that for the case M = 4.

6.4 SMT-Based Method for the Non-Time-Sensitive

Mode

Obviously, optimal control of DGABNs in the non-time-sensitive mode is harder than
that in the time-sensitive mode. For standard control of DGABNs, we can simply find
the first target time Mfirst (0 ≤ Mfirst ≤ M) in which the control condition is satisfied
(i.e., there exists a control sequence driving the DGABN from xini to xdes at time Mfirst).
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Table 6.1: Result of the optimal control problem shown in Example 6.2.1 with M = 4
under the time-sensitive mode.

Updated nodes t x1 x2 x3 u1 u2 cost
x2, x3 0 0 0 0 0 0 0
x1, x2 1 0 0 0 0 0 0
x2, x3 2 1 0 0 0 0 0
x1, x2 3 1 0 1 1 1 3

4 0 1 1

However, for optimal control of DGABNs, the minimum cost of the case that M = Mfirst

may not be the smallest minimum cost (the target time corresponding to this smallest
minimum cost is called Mmin, 0 ≤ Mmin ≤ M). Hence, exact methods are needed for
optimal control of DGABNs in the non-time-sensitive mode. We here propose a method
called DA-SMT-Con-NTS to solve this problem.

Based on the method for the time-sensitive mode, we modify the SMT formula P
(defined in Equation 6.1) to represent an M -length path from es0 to esM in the ESTG of
the DGABN such that along with this path, once we reach an extended state satisfying
the following condition, all next extended states of the path will be equal to this extended
state (i.e., there are no updates). The condition means that the values of internal nodes
of the extended state are same as those of the desired state xdes and is represented by∧n

i=1(esji = xdesi ). The transition formula of such a path is shown in Equation 6.7. If the
condition does not hold, then we update the DGABN as usual by the state transition
formula T D. Otherwise, we do not update the DGABN. Note that we add a new variable
rj to indicate either the updating case (rj = 1) or the non-updating case (rj = 0). This
helps us to represent the new cost function and to easily obtain the real control sequence.

The modified formula P ′ is shown in Equation 6.6. The cost function is also adjusted
as

C ′ =
M−1∑
j=0

(
m∑
i=1

(ui(j)× g(ui)× r(j))),

where r(j) corresponds to the variable rj. We then solve P ′ under minimizing the cost
function C ′ in Z3. If SAT(P ′), then a control sequence and an optimum cost are released.
Otherwise, ”there are no control policies” is released. The optimum cost can be directly
obtained from the satisfying assignment of the SMT variable C ′. The control sequence
can be obtained by first obtaining a sequence of 0-1 control inputs 〈u(0), ..., u(M)〉 from
the satisfying assignments of the corresponding SMT variables, and then excluding the
spurious control inputs. A control input u(j) is said to be spurious if the satisfying
assignment of rj is 0. Note that Mmin can be determined as the number of control inputs
in the control sequence. Furthermore, if we want to minimize both the cost and the target
time, we can simply adjust the cost function, e.g,

C ′ =
M−1∑
j=0

(
m∑
i=1

(ui(j)× g(ui)× r(j))× (M + 1) + r(j)).

The adjusted cost function guarantees that the cost is always minimized first, then the
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target time is minimized. However, since the cost function becomes more complex, the
running time may be longer.

P ′ := Tstart ∧ T ′M ∧ Tend (6.6)

T ′M :=
M−1∧
j=0

T ′D(esj, esj+1) (6.7)

T ′D(esj, esj+1) :=

{
T D(esj, esj+1) ∧ ¬

[
n∧

i=1

(esji = xdesi )

]
∧ (rj = 1)

}

∨

{[
n∧

i=1

(esj+1
i = esji )

]
∧

[
n∧

i=1

(esji = xdesi )

]
∧ (rj = 0)

} (6.8)

Let us reconsider the running example in Section 6.3 with M = 5 and the non-time-
sensitive mode. We here change the desired state xdes to 111. By applying DA-SMT-
Con-NTS, we can obtain the minimum cost C ′ = 2 and a sequence of control inputs
〈(0, 0), (0, 0), (0, 1), (0, 0), (0, 0)〉. We also have r0 = 1, r1 = 1, r2 = 1, r3 = 0, r4 = 0,
respectively. By excluding the spurious control inputs, we obtain a control sequence
〈(0, 0), (0, 0), (0, 1)〉. Herein, Mmin = 3 and is optimal.

6.5 Case Study

In this section, we applied our proposed methods for optimal control of DGABNs to
the apoptosis network, which is very important for programmed cell death and has been
widely studied [162]. The BN of this network includes 11 internal nodes and one control
node. Its details are given in Table 6.2. In this BN, x7 = 0 and x9 = 1 implies cell death,
whereas x7 = 1 and x9 = 0 implies cell survival.

Table 6.2: BN model of the apoptosis network.

Gene Node Boolean function
TNF u
T2 x1 ¬x8 ∧ u
IKKa x2 ¬x6 ∧ ¬x6 ∧ u
NFKB x3 ¬x5

NFKBnuc x4 x3 ∧ ¬x5

IKB x5 (¬x2∧x4∧u)∨(¬x2∧x4∧¬u)
A20a x6 x4 ∧ u
IAP x7 (x4∧¬x9∧u)∨(x4∧¬x9∧¬u)
FLIP x8 x4

C3a x9 ¬x7 ∧ x10

C8a x10 (x1 ∨ x9) ∧ ¬x11

CARP x11 (x4∧¬x9∧u)∨(x4∧¬x9∧¬u)

Then, we randomly generated four different contexts with Λ = 3 for this BN because
we do not know the knowledge on the real context of the apoptosis network. We now have
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four different random DGABNs. The setting for optimal control of all the four DGABNs
is given as follows. The initial state was set to (0, ..., 0)>. The values of x7 and x9 in the
desired state were set to 0 and 1, respectively. The other nodes in the desired state can
receive arbitrary Boolean values. This means that the objective of this control is to guide
the network toward cell death states. The target time M was set to 50. Since there is only
one control node, we simply set g(u) = 1. Herein, we considered the non-time-sensitive
mode.

Next, we applied DA-SMT-Con-NTS to the four random DGABNs. The obtained
results are given in Table 6.3. Column ”result” denotes whether a control sequence exists
(yes) or not (no). Column ”cmin” denotes the optimal cost. ”-” denotes the case there is
no control sequence, in which cmin and Mmin are undetermined. From these results, we
can see that the activation of cell death can be controlled by manipulating the value of
the control node (gene TNF).

Table 6.3: Results on optimal control of the apoptosis network.

Network Result cmin Mmin

random-1 yes 2 9
random-2 no - -
random-3 yes 1 7
random-4 yes 3 38

6.6 Evaluation

We have implemented the proposed methods (i.e., DA-SMT-Con-TS and DA-SMT-
Con-NTS) in a JAVA tool integrating the Z3 solver called DABoolNet. An executable
file of DABoolNet and some example networks are available at https://github.com/

giang-trinh/daboolnet. To our best knowledge, DABoolNet is the sole tool for opti-
mal control of DGABNs.

In order to evaluate the scalability of the proposed methods, we applied them to one
artificial example varying many parameters. The artificial DGABN includes nX internal
nodes and nU control nodes (nX > nU). Its nodes and Boolean functions are given in
Table 6.4. Its context was randomly generated with Λ = 3 (i.e., γ ≤ 6). Note that in
our proposed methods for optimal control of DGABNs, the number of variables and the
number of clauses of the path formula do not depend on γ but depend on the number
of nodes n and the target time M . Hence, we simply set Λ to 3. The cost vector was
set as g(ui) = 1 + i%2 (i = 1, ..., nU). The initial state was fixed to (1, ..., 1)> and the
desired state was obtained by randomly flipping some nodes in the initial state. Then,
we varied nX, nU , and M . Since optimal control of DGABNs in the non-time-sensitive
mode is harder than that in the time-sensitive mode, we only ran DA-SMT-Con-NTS
for each combination of nX, nU , and M . Since the time for solving optimal control is
usually less than the time for solving attractor detection, the time limit was set to one
hour (instead of three hours as in Section 5.5) for each combination. In addition, we
also applied two variants of DA-SMT-Con-NTS to each combination to compare their
performance. Herein, the first variant (say M1) corresponds to the case of minimizing
only the cost, whereas the second variant (sayM2) corresponds to the case of minimizing
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both the cost and the target time. Finally, the running environment is a PC with Intel(R)
Core(TM) i7 2.40 GHz processor and 16 GB of memory.

Table 6.4: An artificial example for optimal control of DGABNs.

Node Boolean function
x1 x1 ∧ x2 ∧ ¬u1

xi (i = 2, ..., nU) xi−1 ∧ xi ∧ xi+1 ∧ ¬ui
xi (i = nU + 1, ..., nX − 1) xi−1 ∧ xi ∧ xi+1

xnX xnX−1 ∧ xnX

Table 6.5: Results of DA-SMT-Con-TS on the artificial example.

M1 M2

nX nU M result Mmin time (s) Mmin time (s)
200 10 20 no - 1.04 - 0.98
200 10 40 no - 2.02 - 2.19
200 10 80 yes 7 37.23 7 37.91
200 20 20 no - 1.14 - 1.53
200 20 40 yes 1 7.72 1 6.49
200 20 80 no - 3.69 - 3.87
300 10 20 yes 3 2.66 3 2.70
300 10 40 no - 2.70 - 3.43
300 10 80 no - 5.61 - 5.78
300 20 20 yes 10 2.90 10 3.01
300 20 40 yes 23 10.19 5 18.35
300 20 80 yes 7 40.30 1 45.03
400 10 20 yes 19 3.01 4 3.01
400 10 40 yes 5 15.95 5 17.27
400 10 80 yes 4 119.86 4 130.80
400 20 20 no - 2.08 - 2.11
400 20 40 yes 8 20.17 8 20.85
400 20 80 yes 4 62.58 4 66.23
500 10 20 no - 2.58 - 2.41
500 10 40 no - 14.03 - 10.47
500 10 80 no - 9.52 - 9.60
500 20 20 yes 4 6.87 4 6.34
500 20 40 yes 6 21.93 2 21.83
500 20 80 yes 13 71.98 1 80.78

Table 6.5 shows the obtained results. Column ”result” denotes whether a control
sequence exists (yes) or not (no). Column ”time ” stands for the computational time (in
seconds) for each combination of nX, nU , and M . ”-” denotes the case that there are
no control sequences, in which Mmin is undetermined. In some combinations (e.g., nX =
300, nU = 20,M = 40), Mmin obtained by M2 is less than Mmin obtained by M1. In
addition,M2 is slower thanM1 in most combinations. These observations are consistent
with the analysis on M2 presented in Section 6.4. Furthermore, the computational time
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of M1 and M2 for each combination is reasonable even when nX and M are large (e.g.,
nX = 500 and M = 80). To sum up, we see that DA-SMT-Con-NTS can solve optimal
control in the non-time-sensitive mode of large DGABNs within practical computational
time. We also suggest to preferably use M1 when we only focus on minimizing the cost
of applying control nodes and to preferably use M2 when we focus on minimizing both
the cost of applying control nodes and the target time.

6.7 Discussion

Besides attractor detection, optimal control is also one of central issues in systems biology.
In this chapter, based on the theoretical foundation for DGABNs proposed in Chapter 5,
we have developed the two SMT-based methods for optimal control of DGABNs under
the two control modes, time-sensitive (DA-SMT-Con-TS) and non-time-sensitive (DA-
SMT-Con-NTS). Then, we have shown the application of the proposed methods to a
real biological network. We have also applied the proposed methods to optimal control of
one artificial example varying many parameters. The experimental results show that our
methods can handle well large networks.

Since SMT supports a variety of data types and arithmetic operators, it is potentially
possible to extend the SMT-based methods for attractor detection and optimal control
of DGABNs (i.e., DA-SMT-Att, DA-SMT-Con-TS, and DA-SMT-Con-NTS) to
those for multi-valued models of DGABNs where each node can receive multiple values,
and more operators are introduced [167]. It is also interesting to extend DA-SMT-Att to
incorporate gene perturbation experiments in DGABNs or to extend DA-SMT-Con-TS
and DA-SMT-Con-NTS to incorporate node perturbations control of DGABNs (i.e.,
the first main control direction mentioned in Section 6.1).

DGABNs are particularly useful when the information about the kinetics of biological
processes is known [19]. However, the prior kinetic information is usually not available. In
this case, the context (i.e., p′s and q′s) can be randomly sampled from a time interval that
is within biological limitations [19, 150]. In addition, MxBNs are an non-deterministic
extension of DGABNs to deal with the case of lacking knowledge on real contexts. Deter-
ministic Asynchronous Probabilistic Boolean Networks (DA-PBNs) [165] are a stochastic
extension of DGABNs to deal with the case of lacking information on real Boolean func-
tions. Therefore, proposing efficient methods for attractor detection and optimal control
of MxBNs or DA-PBNs is one of our future work. In the next chapter, we shall consider
optimal control of DA-PBNs.
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Chapter 7

Optimal Control of Deterministic
Asynchronous Probabilistic Boolean
Networks

7.1 Introduction

In recent years, control of deterministic or probabilistic BNs has received considerable
attention. Regarding deterministic BNs, two efficient SMT-based methods have been
proposed for optimal control of DGABNs under the two control modes (see Chapter 6).
In addition, the time-variant state feedback stabilization problem of DGABNs was stud-
ied in [76]. The proposed reachable set approach for solving this problem needs to handle
a matrix of size exponential in the number of nodes (i.e., O(2n × 2n)). Hence, the pro-
posed approach is only applicable to networks with small n. Regarding probabilistic
BNs, finite-horizon control of SPBNs and its variants (e.g., optimal control [64], control
with hard constraints [71]) are usually considered. The controllability and stabilization of
SPBNs were studied in [168, 169] by expressing an SPBN in an algebraic form based on
the Semi-Tensor Product (STP) [170]. Like [76], this STP-based approach also needs to
handle matrices of size exponential in the number of nodes. The dynamic programming-
based approach for solving optimal control of SPBNs was proposed and gradually im-
proved [64, 67, 70, 71, 73, 74]. In general, the methods of this approach rely on the theory
of discrete-time Markov decision process [64]. They require to compute transition prob-
ability matrices of size exponential in the number of nodes; hence, they are impractical
for large networks. To avoid computing transition probability matrices in finite-horizon
optimal control of SPBNs, several efficient approaches were proposed, such as, the integer
programming-based approach [65, 66, 71] (for some special variants), the optimization-
based approach [68], the model checking-based approach [69, 72].

In this chapter, we focus on optimal control of DA-PBNs because of the following
reasons. First, DA-PBNs are general models: A DGABN is a special DA-PBN and an
SPBN is a special DA-PBN [16]. Consequently, optimal control of DA-PBNs is harder
than that of DGABNs or SPBNs. In addition, developed methods for optimal control of
DA-PBNs can be directly applied for those of DGABNs or SPBNs. Second, in the context
of systems biology, DA-PBNs seem to be more suitable to model GRNs, since a DA-PBN
comprises all the synchronous, asynchronous, and probabilistic natures [16, 77]. Finally,
it lacks efficient methods for optimal control of DA-PBNs. To our best knowledge, [77]
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is the sole method for optimal control of DA-PBNs. However, this method is inefficient
because it requires to build transition probability matrices of size (γ2n)× (γ2n), where γ
is a given constant.

Based on several typical aims of control, which are mainly inspired by realistic ap-
plications in systems biology [21, 69], we formulate three finite-horizon optimal control
problems of DA-PBNs, called Problems OptC-1, OptC-2, and OptC-3 (see Section 7.3).
Problem OptC-1 (resp. OptC-2) aims at finding a control policy that maximizes (resp.
minimizes) the reachability probability from the initial state to the target state at a given
time step of the considered DA-PBN. Problem OptC-3 aims at finding a control policy
that minimizes a given cost function for applying interventions. For theoretical aspects,
we present several analysis on computational complexity of the three problems in both
the general and restricted cases (see Section 7.4). For practical aspects, we propose three
approaches for solving the three problems (see Section 7.5), which are based on Probabilis-
tic Model Checking (PMC) [171], Stochastic Satisfiability Modulo Theory (SSMT) [172],
and Polynomial Optimization Problem (POP) [173], respectively. The PMC-based and
POP-based approaches are not new but they are non-trivial extensions of those [68, 69]
for optimal control of SPBNs. In addition, two reduction rules are developed to reduce
the computational burden of the POP-based approach. The SSMT-based approach is new
and gives more potentials that come from efficient solving techniques for SSMT [172].

In addition to a case study on a realistic network (see Section 7.5), computational
experiments are performed to evaluate the performance of the three proposed approaches
(see Section 7.6). Based on the experimental results, we present experimental analysis
along with theoretical analysis on the effects of some factors (e.g., the number of nodes,
the target time step) on the performance of the proposed approaches. We also present
a comprehensive comparison among these approaches. These analysis and comparison
are significant contributions of this research because of the following reasons. In all
the previous work, the proposed approaches for optimal control of SPBNs or DA-PBNs
were only compared to the dynamic programming-based approach. It lacks a comparison
among different proposed approaches in both theoretical and experimental aspects. It
also lacks analysis on how the running time of the proposed approaches depends on some
factors in the control setting.

7.2 Preparations

Before defining the optimal problems of DA-PBNs, we briefly review PBNs with control
nodes. In the rest of this chapter, we refer a PBN as a PBN with control nodes.

Definition 7.2.1. A Probabilistic Boolean Network (PBN) with control nodes is defined
as a quadruple (V, F, U, C), where V = {x1, ..., xn} (n ≥ 1) is the set of internal nodes,
U = {u1, ..., um} (m ≥ 0) is the set of external (control) nodes, F = {F1, ..., Fn}, and
C = {C1, ..., Cn}. Each node xi is identified as a Boolean variable, and is associated

with a non-empty set of Boolean functions, Fi = {f (i)
1 , ..., f

(i)
li
}. Each Boolean function

f
(i)
j has a probability of selection associated with it, c

(i)
j . Thus, Ci =

{
c

(i)
1 , ..., c

(i)
li

}
such

that
∑li

j=1 c
(i)
j = 1. Also, each node ui is identified as a Boolean variable. xi(t) ∈ B and

ui(t) ∈ B denote the state of internal node xi and the state of external node ui at time t,
respectively. x(t) = (x1(t), ..., xn(t))> and u(t) = (u1(t), ..., um(t))> denote the state and
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the control input of the PBN at time t, respectively.

Internal node xi updates its state by

xi(t+ 1) = f
(i)
j (x(t), u(t)),

where f
(i)
j is a Boolean function selected from Fi with the probability c

(i)
j . A control node

can receive an arbitrary Boolean value at each time step. Similar to BNs, an updating
scheme of a PBN specifies the way that the internal nodes of the PBN update their
states through time evolution. Following the updating scheme, the PBN transits from
a state to another state (possibly identical) with a probability. This transition is called
the probability transition. From this, the dynamics of a PBN can be represented by all
possible states of the PBN along with all possible probability transitions from each state.

There are two typical types of PBNs. The first one is Synchronous Probabilistic
Boolean Networks (SPBNs) [4], where all the nodes are updated simultaneously. The sec-
ond one is Deterministic Asynchronous Probabilistic Boolean Networks (DA-PBNs) [15,
16] whose formal definition is given in Definition 7.2.2. Roughly speaking, SPBNs and
DA-PBNs are probabilistic extensions of SBNs and DGABNs, respectively.

Definition 7.2.2. A DA-PBN [15, 16] is a PBN such that each internal node xi is
associated with two parameters, pi ∈ N+ and qi ∈ N, qi < pi. The set of all p′s and
q′s is called the context of a DA-PBN. Let Λ denote the maximum value of all p′s (i.e.,
pi ≤ Λ,∀i ∈ {1, ..., n}). Internal node xi can be updated at time t if t%pi = qi. If multiple
internal nodes can be updated, then all of them are updated simultaneously.

In SBNs, ABNs, or SPBNs, the evolution of a state is time-invariant. However, in
DGABNs or DA-PBNs, the evolution of a state depends on the time of entering this
state. The concept of an extended state is defined in Section 5.2, allowing to express
the dynamics of a DGABN by extended states and state transitions starting from these
extended states. Analogously, we can use extended states and probability transitions
starting from these extended states to represent the dynamics of a DA-PBN.

ev ∈ Bn × {0, ..., γ − 1} is an extended state, where γ is the least common multiple
of all p’s. evi (i = 1, ..., n) denotes the value of internal node xi, whereas evn+1 denotes
the value of the embedded time. The number of possible extended states is γ × 2n; but,
there are only 2n possible initial extended states (i.e., the states satisfying evn+1 = 0)
of the DA-PBN. Note that the concept of an extend state is similar to the concept of
an augmented logical state [15]. However, an augmented logical state uses dlog2(γ)e new
Boolean variables to represent t%γ, whereas an extended state uses an integer variable.
Then, the probability of transiting from extended state a to extended state b under control
input u is

P (ev(t+ 1) = b|ev(t) = a, u(t) = u) = P (bn+1 = (an+1 + 1)%γ)

×
∏

i∈N+
≤n\Ω

P (bi ↔ ai)×
∑

j1∈N+
≤li1

,...,jk∈N+
≤lik

{
k∏

h=1

[
c

(ih)
jh
× P

(
bih ↔ f ih

jh
(a, u)

)]}
,

where Ω := {xi1 , ..., xik} is the set of updated nodes (i.e., an+1%pij = qij , j ∈ N+
≤k). See

Example 7.2.1 for a DA-PBN and its dynamics.
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(1, 0, 0, 0)>

(0, 1, 0, 1)>

(0, 1, 1, 1)>(1, 1, 1, 1)>

(1, 1, 0, 1)>

(0, 1, 0, 0)> (1, 1, 0, 0)>

0.24

0.560.14

0.06

1.0

0.8 0.2

0.8 0.21.0

Figure 7.1: Dynamics of the DA-PBN shown in Example 7.2.1. Extended states are shown
by rounded rectangles, whereas probability transitions are shown by arcs along with real
numbers. The initial extended state is shown by the dashed rounded rectangle.

Example 7.2.1. Consider the DA-PBN DP

f (1) =

{
f

(1)
1 = x3 ∧ u1, c

(1)
1 = 0.8

f
(1)
2 = ¬x3, c

(1)
2 = 0.2

, p1 = 1, q1 = 0;

f (2) = f
(2)
1 = x1 ∧ ¬x3, c

(2)
1 = 1.0 , p2 = 2, q2 = 0;

f (3) =

{
f

(3)
1 = x1 ∧ ¬x2, c

(3)
1 = 0.7

f
(3)
2 = x2 ∧ u1, c

(3)
2 = 0.3

, p3 = 1, q3 = 0.

Then, Figure 7.1 shows all probability transitions starting from (1, 0, 0)> of DP under
u1(0) = u1(1) = 0.

7.3 Problem Formulation

We formulate three optimal control problems of DA-PBNs: OptC-1, OptC-2, and OptC-3.
Problems OptC-1 and OptC-2 are generalized from the reachability problem and the safety
problem of SPBNs [69], respectively. See Example 7.3.1 for an illustration of Problems
OptC-1 and OptC-2. Problem OptC-3 is generalized from the expected cost problem of
SPBNs [68]. See Example 7.3.2 for an illustration of Problems OptC-3. Each of these
problems is suitable for a specific aim of control [68, 69].

Definition 7.3.1 (Problem OptC-1). Given a DA-PBN DP. Suppose that an initial state
of DP is xini and a desired state of DP is xdes. Find a control sequence 〈u(0), ..., u(M−1)〉
that maximizes the reachability probability from xini to xdes at time M .

Definition 7.3.2 (Problem OptC-2). Given a DA-PBN DP. Suppose that an initial
state of DP is xini, the unsafe state of DP is xdes, and ε ∈ [0, 1] is given. Find a control
sequence 〈u(0), ..., u(M − 1)〉 that minimizes the reachability probability from xini to xdes

at time M . If the minimum probability is at most ε, then DP is said to be safe.

101



7.4. COMPLEXITY ANALYSIS

Definition 7.3.3 (Problem OptC-3). Given a DA-PBN DP. Suppose that the initial state
of DP is xini and the control time M is given. Find a control sequence 〈u(0), ..., u(M−1)〉
that minimizes the expected cost

J = E

[
M−1∑
k=0

{Qx(k) +Ru(k)}+Qfx(M)

∣∣∣∣x(0) = xini

]
,

where Q,Qf ∈ R1×n,R ∈ R1×m are weighting vectors.

Table 7.1: Reachability probability and expected cost with all possible control sequences.

u1(0) u1(1) Reachability probability Expected cost
0 0 0.06 0
0 1 0.434 0.3
1 0 0.06 0
1 1 0.434 0.3

Example 7.3.1. Consider the DA-PBN in Example 7.2.1. Suppose that xini = (1, 0, 0)>,
xdes = (1, 1, 0)>, and M = 2. For u1(0) = u1(1) = 0, we have two 2-length paths from
(1, 0, 0, 0)> to (1, 1, 0, 0)> (see Figure 7.1). Thus, the reachability probability is 0.24 ×
0.2 + 0.06× 0.2 = 0.06. In a similar way, we can calculate the reachability probability for
other control sequences (see Table 7.1). The solution for Problem OptC-1 is 〈(0)>, (1)>〉
or 〈(1)>, (1)>〉 with Pmax = 0.434 (Pmax is the maximum reachability probability). The
solution for Problem OptC-2 is 〈(0)>, (0)>〉 or 〈(1)>, (0)>〉 with Pmin = 0.06 (Pmax is the
minimum reachability probability). If ε = 0.1, then the DA-PBN is safe. If ε = 0.01, then
the DA-PBN is not safe.

Example 7.3.2. Consider the DA-PBN in Example 7.2.1. Suppose that xini = (1, 0, 0)>,
M = 2, and J = E[x3(2)]. Relying on Figure 7.1, we have E[x3(1)] = 0.14 + 0.56 = 0.7,
E[x3(2)] = 0 if u1(0) = u1(1) = 0. In a similar way, we can calculate the expected cost for
other control sequences (see Table 7.1). The solution for Problem OptC-3 is 〈(0)>, (1)>〉
or 〈(1)>, (1)>〉 with Jmin = 0 (Jmin is the minimum expected cost).

In Problem OptC-3, we consider that a linear cost function is appropriate because
of the following reasons. For a binary variable δ ∈ B, the relation δ2 = δ holds. Thus,
in the cost function, the quadratic term such as x2

i (k) is not necessary. In control of
GRNs, the expression of a certain gene is frequently focused (see, e.g., [64]). Thus, in the
cost function, the quadratic term such as xi(k)xj(k), i 6= j is not necessary. By allowing
negative numbers in elements of weighting vectors, we can express more control aims. For
example, if we want to reduce the activity of a gene xi in affecting biological regulation,
we can set Qf (xi) as a large positive real number. On the other hand, if we want to
upgrade the activity of a gene xi in affecting biological regulation, we can set Qf (xi) as a
small negative real number.

7.4 Complexity Analysis

In this section, we give several analysis on the computational complexity of the three
optimal control problems of DA-PBNs. To analyze the time complexity with respect to
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n and m, we assume that the target time (i.e., M) is polynomially bounded by n. Since
it is not realistic to consider an exponential number of time steps, this assumption is
reasonable. In addition, we assume that the time for evaluating a Boolean function is
polynomial. To analyze the space complexity with respect to n and m, we assume that
li, i = 1, ..., n are polynomially bounded by n and the amount of space for storing and
evaluating a Boolean function is polynomial.

7.4.1 Complexity of Problem OptC-1

Theorem 7.4.1. Problem OptC-1 is NP PP -hard.

Proof. We use a polynomial-time reduction from the E-MAJ-SAT problem to Problem
OptC-1. An E-MAJ-SAT instance is defined by a CNF Boolean formula ψ(y, z) over
Boolean variables y = [y1, ..., ym],m ≥ 1 and z = [z1, ..., zn], n ≥ 0. The task is to decide
whether there is a y-instantiation under which the majority of z-instantiations satisfying
the propositional formula ψ(y, z). E-MAJ-SAT is NPPP-complete [174].

From a given ψ(y, z), we construct a DA-PBN as follows:

V = {x1, ..., xm+n+1}, U = {u1, ..., um},
f (i) = ui ∧ ¬xm+n+1, i ∈ N+

≤m,

f
(m+i)
1 = xm+i ∧ ¬xm+n+1, c

(m+i)
1 = 0.5, i ∈ N+

≤n,

f
(m+i)
2 = ¬xm+i ∧ ¬xm+n+1, c

(m+i)
2 = 0.5, i ∈ N+

≤n,

f (m+n+1) = ψ[y1/x1, ..., ym/xm, z1/xm+1, ..., zn/xm+n],

pi = 2, i ∈ N+
≤m+n+1, qi = 0, i ∈ N+

≤m+n, qm+n+1 = 1.

In the constructed DA-PBN, both xi and ui correspond to yi for i ∈ N+
≤m, xm+i corre-

sponds to zi for i ∈ N+
≤n, and xm+n+1 corresponds to ψ(y, z). In addition, the updating

pattern is: xi, i ∈ N+
≤m+n are updated synchronously, then xm+n+1 is updated.

We let xini = (0, ..., 0)>, xdes = (0, ..., 1)>, and M = 3. We prove that the maximum
reachability probability of the constructed DA-PBN is larger than 0.5 if and only if the
result of E-MAJ-SAT is true.

Suppose that the result of E-MAJ-SAT is true for an assignment of y = [b1, ..., bm].
Then, it is straightforward to see that by letting u(0) = (b1, ..., bm)>, xm+n+1(2) = 1 holds
for the majority of choices of probabilistic rules on xm+i, i = 1, ..., n. Once xm+n+1(2) = 1
holds, the DA-PBN always reaches (0, ..., 1)> at time t = 3. Hence, the reachability
probability of reaching (0, ..., 1)> at time t = 3 is greater than 0.5. As a consequence, the
maximum reachability probability of the constructed DA-PBN is greater than 0.5.

Conversely, suppose that the maximum reachability probability of the constructed
DA-PBN is greater than 0.5 with a control sequence u = 〈u(0), u(1), u(2)〉. At time t = 2,
xm+n+1(3) = xm+n+1(2) holds. In addition, if xm+n+1(2) = 1, then xi(3) = 0 holds for
∀i ∈ N+

≤m+n. Hence, the maximum reachability probability is equal to the probability
of reaching state x(2) such that xm+n+1(2) = 1. From the definition of the reachability
probability, the majority of z-instantiations must satisfy ψ(y, z). We can choose an y-
instantiation as u(0). Now, the result of E-MAJ-SAT is true.

Since the reduction can be done in time polynomial in m and n, the theorem holds.

Theorem 7.4.2. Problem OptC-1 is in PSPACE.
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Proof. We here show an algorithm for solving Problem OptC-1 and this algorithm re-
quires a polynomial amount of space. The algorithm tries all the 2m×M possible control
sequences. We use a binary counter of m × M bits. The counter increases from 0 to
2m×M − 1 and the counter value corresponds to a control sequence.

In each control sequence, we use another counter whose value corresponds to a choice
of Boolean functions of all the n nodes. Clearly, we need M ×

∑n
i=1dlog2(li)e bits for this

counter. For each choice, we cumulatively calculate the probability such that xM = xdes.
This computation only needs a polynomial space. We then compare this probability with
Pmax, and then update Pmax and the maximum control sequence if the current probability
is larger than Pmax.

Since M and li, i = 1, ..., n are polynomially bounded, the proposed algorithm only
needs a polynomial amount of space. Since PSPACE = NPSPACE, the theorem holds.

7.4.2 Complexity of Problem OptC-2

Theorem 7.4.3. Problem OptC-2 is NP PP -hard.

Proof. Similar to the proof of Theorem 7.4.1, we use a polynomial-time reduction from
E-MAJ-SAT to Problem OptC-2.

We modify the constructed DA-PBN for Problem OptC-1 as follows:

f (i) = ui ∨ ¬xm+n+1, i ∈ N+
≤m,

f
(m+i)
1 = xm+i ∨ ¬xm+n+1, c

(m+i)
1 = 0.5, i ∈ N+

≤n,

f
(m+i)
2 = ¬xm+i ∨ ¬xm+n+1, c

(m+i)
2 = 0.5, i ∈ N+

≤n.

We let xini = (0, ..., 0, 1)>, xdes = (1, ..., 1, 0)>, and M = 3. We prove that the minimum
reachability probability of the constructed DA-PBN is less than 0.5 if and only if the
result of E-MAJ-SAT is true.

Suppose that the result of E-MAJ-SAT is true for an assignment of y = [b1, ..., bm].
Then, it is straightforward to see that by letting u(0) = (b1, ..., bm)>, xm+n+1(2) = 1 holds
for the majority of choices of probabilistic rules on xm+i, i = 1, ..., n. If xm+n+1(2) = 1
holds, then xm+n+1(3) = 1 holds. Then, the probability of reaching (1, ..., 1, 0)> at time
t = 3 is less than 0.5. Hence, the minimum reachability probability of the constructed
DA-PBN must be less than 0.5.

Conversely, suppose that the minimum reachability probability of the constructed
DA-PBN is less than 0.5 with a control sequence u = 〈u(0), u(1), u(2)〉. Assume that the
result of E-MAJ-SAT is not true. Then, it is straightforward to see that the probability
of reaching a state x(2) such that xm+n+1(2) = 0 holds is greater than or equal to 0.5
for any control input u(0). Since u(1) and u(2) do not affect the value of xm+n+1, the
minimum reachability probability of the constructed DA-PBN must be greater than or
equal to 0.5, a contradiction. Hence, the result of E-MAJ-SAT is true.

Since the reduction can be done in time polynomial in m and n, the theorem holds.

Theorem 7.4.4. Problem OptC-2 is in PSPACE.

Proof. The proof is analogous to the proof for the PSPACE-ness of Problem OptC-1
(see Theorem 7.4.2). Specifically, in each control sequence, we only need to compare the
cumulatively computed probability with Pmin, and then update Pmin and the minimum
control sequence if the current probability is less than Pmin.
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7.4.3 Complexity of Problem OptC-3

Theorem 7.4.5. Problem OptC-3 is NP PP -hard.

Proof. Similar to the proof of Theorem 7.4.1, we use a polynomial-time reduction from
E-MAJ-SAT to Problem OptC-3.

We modify the constructed DA-PBN for Problem OptC-1 as follows:

f (i) = ui, i ∈ N+
≤m,

f
(m+i)
1 = xm+i, c

(m+i)
1 = 0.5, i ∈ N+

≤n,

f
(m+i)
2 = ¬xm+i, c

(m+i)
2 = 0.5, i ∈ N+

≤n.

We let x0 = (0, ..., 0)>, M = 2, and J = 1− E[xm+n+1(2)]. We prove that the minimum
expected value of the constructed DA-PBN (say Jmin) is less than 0.5 if and only if the
result of E-MAJ-SAT is true.

Suppose that the result of E-MAJ-SAT is true for an assignment of y = [b1, ..., bm].
Then, it is straightforward to see that by letting u(0) = (b1, ..., bm)>, xm+n+1(2) = 1 holds
for the majority of assignments on [xm+1(1), ..., xm+n(1)]. Hence, E[xm+n+1(2)] > 0.5
holds. Then, J < 0.5. Since Jmin ≤ J , Jmin < 0.5 holds.

Conversely, suppose that Jmin < 0.5 holds with a control sequence u = 〈u(0), u(1)〉.
Then, E[xm+n+1(2)] > 0.5 holds. From the definition of the expected value, xm+n+1(2) = 1
holds for the majority of assignments on [xm+1(1), ..., xm+n(1)]. We can choose an y-
instantiation as u(0). Now, the result of E-MAJ-SAT is true.

Since the reduction can be done in time polynomial in m and n, the theorem holds.

Lemma 7.4.1 ([175]). Consider two binary variables δ1 and δ2. Then the following
relations hold.

1. ¬δ1 is equivalent to 1− δ1.

2. δ1 ∧ δ2 is equivalent to δ1δ2.

3. δ1 ∨ δ2 is equivalent to δ1 + δ2 − δ1δ2.

4. δ2
1 is equivalent to δ1.

By Lemma 7.4.1, a given Boolean function can be transformed into a polynomial on
the real number field. For example, (x2 ∨ x3) ∧ ¬x1 is equivalently transformed into
(x2 + x3 − x2x3)(1− x1). For simplicity of notation, the condition E [x(k) | ∗] is omitted.

f̂ (i) denotes the polynomial corresponding to the Boolean function f (i). f̂
(i)
j denotes the

polynomial corresponding to the Boolean function f
(i)
j .

Theorem 7.4.6. Given a DA-PBN DP. The expected value of a node, E[xi(k)] with
i = 1, ..., n, is expressed by

Σi(k) : E[xi(k + 1)] =

{
E[xi(k)] if k%pi = qi,∑li

j=1 c
(i)
j f̂

(i)
j (E[x(k)], u(k)) otherwise.

Proof. If k%pi = qi, then xi is not updated at time k. Immediately, E[xi(k+1)] = E[xi(k)]
holds.

The opposite part follows from [68].
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Example 7.4.1. Suppose that xini = (1, 0, 0)>, u1(0) = u1(1) = 0. Relying on Theo-
rem 7.4.6, we have

E[x1(1)] = 0.8[x3(0)u1(0)] + 0.2[1− x3(0)] = 0.2,

E[x2(1)] = 1.0x1(0)[1− x3(0)] = 1.0,

E[x2(2)] = E[x2(1)] = 1.0,

E[x3(2)] = 0.7E[x1(1)](1− E[x2(1)]) + 0.3E[x2(1)]u1(1) = 0.

Theorem 7.4.7. Problem OptC-3 is in PSPACE.

Proof. We consider the brute-force algorithm that tries all the 2m×M possible control
sequences. We use a binary counter of m × M bits. The counter increases from 0 to
2m×M − 1 and the counter value corresponds to a control sequence.

Let Jmin and umin denote the minimum expected cost and the corresponding control se-
quence, respectively. For each control sequence, we can recursively calculate E[xi(k)], i ∈
{1, ..., n}, k ∈ {1, ...,M} by Theorem 7.4.6. Then, J can be directly obtained. If J < Jmin,
then Jmin ← J and umin ← the current control sequence.

We need m×M bits to store umin. In the calculation of E[xi(k)], we assume that the
amount of space for storing and evaluating Boolean functions is polynomial. Jmin and
E[xi(k)] are real numbers. In addition, the amount of space for storing E[xi(k)] can be
reused in the next control sequence. Since M is polynomially bounded, the amount of
space needed for this algorithm is polynomial. Since PSPACE = NPSPACE, the theorem
holds.

7.4.4 Remarks

From the obtained complexity results, we derive several remarks as follows.
First, if the propositional formula ϕ of E-MAJ-SAT is in 2CNF, then f (m+n+1) of the

constructed DA-PBN of Problem OptC-1 is also in 2CNF. In addition, f (i), i = 1, ...,m+n
can be converted into 2CNF in polynomial time. For example, we can add a dummy
variable xm+n+2 whose value is always 0 to the DA-PBN as follows:

f (i) = (ui ∨ xm+n+2) ∧ (¬xm+n+1 ∨ xm+n+2),

f
(m+i)
1 = (xm+i ∨ xm+n+2) ∧ (¬xm+n+1 ∨ xm+n+2),

f
(m+i)
2 = (¬xm+i ∨ xm+n+2) ∧ (¬xm+n+1 ∨ xm+n+2).

Since E-MAJ-SAT with the restriction that the formula ϕ is in 2CNF is still NPPP-
complete [174], Problem OptC-1 is still NPPP-hard with the restriction that Boolean
functions are in 2CNF. Analogously, we also have the same results for Problems OptC-2
and OptC-3.

Second, the Σp
2-hardness of the counterpart of Problem OptC-3 for SPBNs is proved

in [71]. By using similar reductions, we can easily obtain the Σp
2-hardness of the counter-

parts of Problems OptC-1 and OptC-2 for SPBNs. Thus, the optimal control problems of
DA-PBNs seem harder than the corresponding optimal control problems of SPBNs, since
Σp

2 ⊆ PH ⊆ NPPP [174]. It is reasonable because an SPBN is a special DA-PBN.
Third, both SAT and ILP are efficient techniques and have been applied to control

of SBNs [21]. ILP has even been applied to some special variants of optimal control of
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SPBNs [65, 71]. It is reasonable to develop similar SAT-based or ILP-based algorithms
for the three problems of DA-PBNs. However, it is not plausible that such algorithms
exist even in the case of SPBNs because SAT and ILP are NP-complete and NP ⊆ Σp

2 ⊆
PH ⊆ NPPP [174].

Finally, all the three problems are NPPP-hard. It is known that PH ⊆ NPPP ⊆
PSPACE [174]. Since all the three problems in PSPACE, their complexity is between
NPPP-hard and PSPACE-complete. Hence, these problems are hard to solve in general.
Moreover, in a crude sense, NPPP is very close to PSPACE. Therefore, to solve these
problems, we may have to encode them as PSPACE-complete problems.

7.5 Proposed Solution Approaches

We propose two solution approaches for solving Problem OptC-1. The first proposed
approach is based on Probabilistic Model Checking (PMC) [171] and can be seen as an
extension of that for SPBNs [69] to DA-PBNs. The second proposed approach is a new
approach that relies on Stochastic Satisfiability Modulo Theory (SSMT) [172]. With slight
modifications, the two approaches can be applied to Problems OptC-2 and OptC-3. For
Problem OptC-3, we propose a solution approach that relies on Polynomial Optimization
Problem (POP) [173]. The POP-based approach can be seen as an extension of that for
SPBNs [68] to DA-PBNs. However, we also design two new reduction rules to reduce the
computational burden.

7.5.1 Probabilistic Model Checking-Based Approach

For Problem OptC-1, the general idea of the PMC-based approach is to encode this prob-
lem as a PMC problem. We here use PRISM (a probabilistic symbolic model checker) [171]
to express and solve the encoded PMC problem. First, we model the DA-PBN with the
control setting as a PRISM model (see Definition 7.5.1). Then, we formulate a Proba-
bilistic Computation Tree Logic (PCTL) property ϕ corresponding to the control aim. In
this case, the PCTL is defined as

Pmax=?
[
F = M(x1 = xdes1 &...&xn = xdesn )

]
.

Note that we can easily describe multiple desired states. By the semantics of PCTL, the
result of verifying ϕ is equivalent to the result of Problem OptC-1.

Definition 7.5.1 (PRISM model for Problem OptC-1). Given a DA-PBN DP, the initial

state xini, the desired state xdes, and the control time M . Each Boolean function f
(i)
j of

DP is transformed into a polynomial on the real number field (denoted by f̂
(i)
j ) by using

Lemma 7.4.1. First, the given system is described as a Markov Decision Process (MDP).
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Then, module iNode i, i = 1, 2, ..., n is described by

module iNodei

xi : [0..1];

[iNode1](mod(t, pi) = qi)→ c
(i)
1 : (x′i = f̂

(i)
1 (x, u)

+ ...+ c
(i)
li

: (x′i = f̂
(i)
li

(x, u));

[iNode1](mod(t, pi) != qi)→ 1.0 : (x′i = xi);

endmodule.

Next, module eNode i, i = 1, 2, ...,m is described by

module eNodei

ui : [0..1];

[iNode1]true→ (u′i = 0);

[iNode1]true→ (u′i = 1);

endmodule.

Next, module time described as

module time

t : [0..(γ − 1)];

[iNode1]true→ (t′ = mod(t+ 1, γ));

endmodule.

Finally, the initial state is described by

init x1 = xini1 &...&xn = xinin &t = 0 endinit.

For Problem OptC-2, we reuse the PRISM model for Problem OptC-1. However, we
slightly modify the PCTL property ϕ as

Pmin=?
[
F = M(x1 = xdes1 &...&xn = xdesn )

]
.

By the semantics of PCTL, the result of verifying ϕ is equivalent to the result of Problem
OptC-2.

For Problem OptC-3, we need substantial modifications. The general idea is to add
state rewards to the PRISM model for Problem OptC-1 to express the cost function; then
to use the property on reachability rewards to find the minimum expected cost of the DA-
PBN. Specifically, the modified model for Problem OptC-3 is shown in Definition 7.5.2.
The new PCTL property is

Rmin=? [F(t = M + 1)] .

By the definition of expected values of rewards, Rmin (i.e., the minimum expected reward)
is equivalent to Jmin of the DA-PBN.
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Definition 7.5.2 (PRISM model for Problem OptC-3). We modify the PRISM model for
Problem OptC-1 (see Definition 7.5.1) as follows. First, we replace module time by the
new one as

module time

t : [0..(M + 1)];

[iNode1]t < (M + 1)→ (t′ = t+ 1);

[iNode1]t = (M + 1)→ (t′ = M + 1);

endmodule.

Since we need to express states at time t (t = 0, ...,M), we do not use γ and % here. We
use M + 1 because we must consider x(M). Then, we add a reward item as

rewards ”cost”

t < M : {Qx(t) +Ru(t)};
t = M : Qfx(t);

endmodule.

Regarding verifying the PTCL property, PRISM also builds the transition probability
matrix of the model. However, it uses more efficient techniques (e.g., multi-terminal
decision diagrams, sparse-matrix construction) for this task [176].

7.5.2 Stochastic Satisfiability Modulo Theory-Based Approach

For Problem OptC-1, the general idea of the SSMT-based approach is to encode this
problem as an SSMT formula Φ. By the semantics of SSMT [172], the maximum reach-
ability probability is equivalent to the satisfaction probability of Φ (denoted by Pr(Φ)).
We then use SiSAT [177], an SSMT solver, to compute Pr(Φ).

Definition 7.5.3 (SSMT formula for Problem OptC-1). Given a DA-PBN DP, an initial
state xini, a desired state xdes, a target time M . We construct an SSMT formula Φ as
follows:

Φ := Q : ϕ, ϕ := ϕini ∧ ϕdes ∧ ϕtrans,

ϕini :=
n∧

i=1

{
x0
i ↔ vinii

}
, ϕdes :=

n∧
i=1

{
xMi ↔ vdesi

}
,

ϕtrans :=
M−1∧
t=0

T (xt, xt+1), T (xt, xt+1) :=
n∧

i=1

Ti(xt, xt+1),

Ti(xt, xt+1) :=
[
(t%pi 6= qi) ∧ (xt+1

i ↔ xti)
]
∨[

(t%pi = qi) ∧
li∨

j=1

{(ci = j) ∧ (xt+1
i ↔ f

(i)
j (xt, ut))}

]
,

Q∃ :=
(
∃u0

1 ∈ B...∃u0
m ∈ B

)
...
(
∃uM−1

1 ∈ B...∃uM−1
m ∈ B

)
,

Q R:=

R

dc1
c1 ∈ {1, ..., l1}...

R

dcncn ∈ {1, ..., ln}.
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Definition 7.5.3 shows the encoded SSMT formula for Problem OptC-1. Herein, vari-
able xji ∈ B expresses the value of internal node xi at time j. Variable uji ∈ B expresses
the value of external node ui at time j. Variable ci ∈ {1, ..., li} expresses which Boolean
function is chosen for the update of internal node xi. ∃, ∀, and

R

· denote the existential,
universal, and randomized quantifiers, respectively [172]. dci is the probability distribu-

tion of ci such that dci(j) = c
(i)
j , j ∈ {1, ..., li}. ϕini and ϕdes express the conditions for

the initial and desired states, respectively. By the syntax of SSMT, we can express the
condition for multiple initial or desired states. ϕtrans expresses state transitions of the
DA-PBN. Note that if li = 1, then we can remove the randomized variable ci from Q R

and remove the (ci = j)∧ part from Ti(xt, xt+1).
For Problem OptC-2, we only need to slightly modify the encoded SSMT formula for

Problem OptC-1. Specifically, we replace only Q∃ by Q∀ that is defined as(
∀u0

1 ∈ B...∀u0
m ∈ B

)
...
(
∀uM−1

1 ∈ B ... ∀uM−1
m ∈ B

)
.

By the semantics of SSMT, the minimum reachability probability of Problem OptC-2 is
equivalent to Pr(Φ). In addition, if we want only to know whether the system is safe or
not, then we can use thresholding to prune the search space. For example, we can use the
built-in option of SiSAT as ”–ut=ε” [177], i.e., the upper target threshold is ε.

For Problem OptC-3, the general idea is to use the conditional expectation semantics of
SSMT. Since only the maximum conditional expectation is defined as well as is supported
in SiSAT, we modify the encoded SSMT formula Φ for Problem OptC-1 as follows. First,
we add to Φ a new free variable y corresponding to the cost function J of Problem OptC-3.
However, we need to set y as −γ (where J = E[γ|x(0) = xini]) because we need to find
the minimum expected cost. This means that

y = −

{
M−1∑
k=0

(Qx(k) +Ru(k)) +Qfx
M

}
.

Let σ+(X) and σ−(X) denote the sum of all positive and negative elements of a vector X
of real numbers, respectively. Then, we specify the upper and lower bounds for the cost
variable as

uy = −
[
σ−(Q)×M + σ−(R)×M + σ−(Qf )

]
and

ly = −
[
σ+(Q)×M + σ+(R)×M + σ+(Qf )

]
,

respectively. Next, we also need to remove ϕdes from ϕ. By the semantics of the maximum
conditional expectation, the minimum expected cost of Problem OptC-3 is equivalent to
−Ey(Φ), where Ey(Φ) is the maximum conditional expectation of the SSMT formula Φ
with respect to variable y. Finally, we use SiSAT [177] to compute Ey(Φ).

In contrast to the PMC-based approach, the proposed SSMT-based approach builds
neither implicit nor explicit transition probability matrices. It exploits the efficient solving
techniques developed for SSMT solvers. As mentioned above, SiSAT supports threshold-
ing that may early exclude redundant parts of the search space in Problem OptC-2.
PRISM always builds transition probability matrices first. Moreover, PRISM does not
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support such kind of thresholding in verifying the PCTL property ϕ. Hence, this is also
another advantage of the SSMT-based approach as compared to the PMC-based approach.
Furthermore, if li ≤ 2, ∀i ∈ {1, ..., n}, the encoded SSMT formula of Problem OptC-1 can
be seen as a Stochastic Satisfiability (SSAT) formula. In this case, we can apply recent
advents in SSAT solvers (e.g., see [178]) to Problem OptC-1.

7.5.3 Polynomial Optimization Problem-Based Approach

Since pi and qi are fixed, and k is given, E[xi(k + 1)] can be expressed as a polynomial
(see Theorem 7.4.6). Thus, Problem OptC-3 is equivalent to Problem 7.5.1. In this
encoded POP, we see that E[x(k + 1)] ∈ [0, 1]n automatically holds; therefore, we set
E[x(k + 1)] ∈ Rn. Technically, this may accelerate the computational time for solving
this problem. In addition, the constraint ui(k)(ui(k) − 1) = 0 guarantees that ui(k) is a
binary variable. Since this constraint is non-convex, its existence may make the solving
time longer. In a practical manner, we can use the relaxed constraint 0 ≤ ui(k) ≤ 1
instead. Finally, we use SparsePOP [173] to solve the encoded POP.

Problem 7.5.1.

find E[x(0)] ∈ Rn, E[x(k + 1)] ∈ Rn, u(k) ∈ Rm,

k = 0, 1, ...,M − 1,

min J,

subject to System Σi(k), i = 1, 2, ..., n,

E[x(0)] = xini,

uj(k)(uj(k)− 1) = 0, j ∈ {1, ...,m}.

In contrast to the PMC-based approach, the proposed POP-based approach builds
neither implicit nor explicit transition probability matrices. It exploits the efficient solving
techniques developed for POP solvers. This is an advantage as compared to the PMC-
based approach. However, it is hard to apply the POP-based approach to Problem OptC-1
or OptC-2. Furthermore, we propose two reduction rules to reduce the number of decision
variables of the encoded POP, which largely affects the performance of the POP-based
approach.

The first rule is based on the cost function J . In the encoded POP, we find the
set of decision variables that properly contribute to J . We then remove all decision
variables that are not in this set from the encoded POP. Note that we also must remove
all the equations related to the removed decision variables. For example, consider the
instance of Problem OptC-3 shown in Example 7.3.2. With J = E[x3(2)], we only need to
consider variables E[x3(2)], E[x1(1)], E[x2(1)], E[x3(0)], and E[x1(0)]. Since the number
of decision variables (resp. equations) of Problem 7.5.1 is n × (M + 1) + m (resp. n ×
(M + 1) +m), the time for applying the cost-based reduction rule is polynomial.

The second rule is based on the context of the DA-PBN. Because of introducing
the context (i.e., p’s and q’s), the encoded POP may contain some equations in form
E[xi(t + 1)] − E[xi(t)] = 0 (when t%pi 6= qi). Now, we can remove decision variable
E[xi(t + 1)] and the above equation. Then, we must replace E[xi(t + 1)] by E[xi(t)]
everywhere E[xi(t+1)] appears in the encoded POP. The time for applying this reduction
rule is also polynomial.
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7.5.4 Remarks

First, we consider the issue of showing the control sequence when solving the problems.
From the output of SparsePOP, we can directly obtain the control sequence that leads
to the minimum expected cost. However, this task is difficult for the case of PRISM and
SiSAT due to their implementing limitations.

Second, we can consider other forms of the cost function in Problem OptC-3. For
example, the weighting vectors can be replaced by functions of x and u [21, 72]. By the
expressive power of PRISM, SiSAT, or SparsePOP, we can easily modify the proposed
approaches to handle a new form of the cost function.

Finally, we can consider adding hard constraints (i.e., adding an upper bound H for
the number of controls that can be applied to the network) into the problems. The number
of controls applied to the network is defined in [71] as

M−1∑
t=0

m∑
i=1

|ui(t)− ui(t+ 1)|.

The introduction of hard constraints is important for medical applications because the
number of treatments such as radiation and chemo-therapy is usually limited [71]. To
handle hard constraints, we only need some little modifications to the SSMT-based and
POP-based approaches because these approaches consider the values of control nodes at
each time step. We have that

|ui(t)− ui(t+ 1)| = (ui(t)− ui(t+ 1))2,

since

|ui(t)− ui(t+ 1)| ∈ B.

For the SSMT-based approach, we can, for example, modify ϕ to

ϕini ∧ ϕdes ∧ ϕtrans ∧ ϕhard,

where

ϕhard ≡
M−1∑
t=0

m∑
i=1

(ui(t)− ui(t+ 1))2 ≤ H.

For the POP-based approach, we can, for example, add the inequality

M−1∑
t=0

m∑
i=1

(ui(t)− ui(t+ 1))2 ≤ H

to the encoded POP. On the other hand, it is difficult to modify the PRISM-based ap-
proach to handle hard constraints. The reason is due to the expressive power of PCTL.
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Table 7.2: DA-PBN models of the WNT5A network.

Gene Node Boolean function (Probability)
pirin u1

WNT5A x1 ¬x5 (1.0)
S100P x2 ¬x6 (0.8), x2 (0.2)
RET1 x3 x3 (1.0)
MART1 x4 ¬x6 ∨ u1 (1.0)
HADHB x5 x2 ∨ x3 (1.0)
STC2 x6 x6 ∨ ¬u1 (0.8), x6 (0.2)

7.5.5 Case Study

We consider a WNT5A network [179], which is related to melanoma. The DA-PBN model
of this network is given in Table 7.2. Note that the second Boolean function for x2 or x6

is obtained by applying the synchronous and asynchronous semantics of BNs [69]. Since
it is hard to determine the context of the DA-PBN, we randomly generate the context
with varying Λ (Λ = 1 and Λ = 3). Now, we can obtain two DA-PBN models expressing
the WNT5A network.

In the WNT5A network, it is important to inhibit the concentration level of x1 (the
gene WNT5A) [179]. From the obtained DA-PBN models, we consider solving Problems
OptC-1, OptC-2, and OptC-3 with the control setting capturing this fact:

xini = (1, 1, 0, 1, 0, 0)>, xdes = (0,−,−,−,−,−)>,

M = 5,

Q = (1, 0, 0, 0, 0, 0),R = (1),Qf = (10, 0, 0, 0, 0, 0),

where − means an arbitrary Boolean value.
We then apply the proposed approaches to optimal control of the WNT5A network.

Regarding Problems OptC-1 and OptC-2, the results are the same for both the PMC-based
and SSMT-based approaches. The maximum reachability probability (say Pmax) is always
equal to 1 for all the two DA-PBNs. The minimum reachability probability (say Pmin)
is 0.104 (resp. 0.36) for the first DA-PBN with Λ = 1 (resp. the second DA-PBN with
Λ = 3). Therefore, it is possible to drive the DA-PBN from the initial state to the desired
state because Pmax is always equal to 1 and Pmin is always greater than 0. This means
that the inhibition of the gene WNT5A can be controlled by manipulating the value of the
control node (the gene pirin). Regarding Problem OptC-3, the results are the same for all
the approaches including the PMC-based approach, the SSMT-based approach, the POP-
based approach with reduction, and the POP-based approach without reduction. The
minimum expected cost (say Jmin) is 4 (resp. 3) for the first DA-PBN (resp. the second
DA-PBN). Specifically, for all the two DA-PBNs, we obtain E[x1(1)] = 1, E[x1(2)] = 1,
E[x1(3)] = 0, E[x1(4)] = 0, and E[x1(5)] = 0. Hence, we see that the concentration
level of the gene WNT5A is inhibited with time. In addition, the minimum cost without
control is 7 for all the two DA-PBNs. Therefore, the control objective is achieved.
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7.6 Experiments

We conducted experiments on random DA-PBNs to evaluate the performance of the
proposed approaches for the three optimal control problems. First, we randomly generated
DA-PBNs according to the following factors:

n ∈ {30, 50},m ∈ {1, 2},Λ = 4, l ∈ {1, 4},

where l is the number of li such that li > 1. The control setting is given as follows:

xini = (0, 0, ..., 0)>,Q = (0, ..., 0)n,R = (1, ..., 1)m,

M ∈ {4, 6, 8, 10, 12, 14, 16}.

For xdes, we randomly chose kdes internal nodes and set them either 0 or 1, whereas the
remaining nodes can receive arbitrary Boolean values. For simplify, we set kdes = 2. We
say the set of kdes internal nodes as V des. For Qf , Qf (xi) = 10 if xi ∈ V des and xdesi = 0.
Qf (xi) = 1 if xi ∈ V des and xdesi = 1. Otherwise, Qf (xi) = 0.

We then applied the proposed approaches to the randomly generated instances of
the three optimal control problems. All the experiments were run on a virtual machine
whose environment is CPU: Intel(R) Core(TM) i7-3630QM 2.40GHz x 4, Memory: 8 GB,
Ubuntu 18.04.2 64 bit. The time limit is two hours for each instance. For each instance,
we reported the running time of each proposed approach.

Note that there are some special cases in the running of SiSAT. For Problem OptC-1
(resp. OptC-2), when the computed probability corresponding to an assignment to all
the existential (resp. universal) variables is 1 (resp. 0), SiSAT can immediately stop and
return 1 (resp. 0) as the satisfaction probability. For both Problems OptC-1 and OptC-2,
if Φ is not satisfiable for all assignments to all the existential or universal variables, SiSAT
can quickly return 0 as the satisfaction probability. In all the instances of Problem OptC-
1 (resp. Problem OptC-2), Pmax (resp. Pmin) is always 0 because Φ is not satisfiable. To
avoid this special case, we change Λ to 1 for all the instances of Problems OptC-1 and
OptC-2. For all the instances of Problems OptC-3, Λ is still 4.

With the new setting, the results of all the instances of Problem OptC-2 are still 0.
Hence, we only analyze the results of the instances of Problem OptC-1 and Problem OptC-
3. The obtained insights for Problem OptC-2 can be similarly deduced from those for
Problem OptC-1 because in general cases, i.e., Pr(Φ) ∈ (0, 1), the SSMT-based approach
must traverse all the assignments of all the quantified variables. For the PMC-based
approach, the PRISM models for Problem OptC-1 and Problem OptC-2 are the same. In
addition, the time complexity for checking the PTCL formula for Problem OptC-1 is the
same as that for checking the PCTL formula for Problem OptC-2.

Note that the instances of Problem OptC-1 and Problem OptC-3 used in the ex-
periment can be representative for a vast number of similar case studies because of the
following reasons. First, n is large enough, ensuring that the number of reachable states
as well as the transition probability matrix is large. Second, the result of Problem OptC-1
is in (0, 1) in most cases, indicating that the special cases of SiSAT did not occur in most
cases.

From the experimental results, we shall show several analysis on how the running time
of the proposed approaches depends on the factors and a comparison among the proposed
approaches.
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7.6.1 Experimental Results on Problem OptC-1
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Figure 7.2: Experimental results on Problem OptC-1. The x-axis denotes the target time
M , whereas the y-axis denotes the running time (in seconds) with a logarithmic scale of
base 10.

Figure 7.2 shows the results on Problem OptC-1. First, the running time of the
PMC-based approach linearly increases as M increases. In the PRISM model of Problem
OptC-1 (see Subsection 7.5.1), M does not appear; thus, M does not affect the time for
building the transition probability matrix. The complexity of the algorithm for solving
a reachability formula is linear in M [180]. Hence, we have that the running time of the
PMC-based approach is linear in M .

Second, the running time of the PMC-based approach for the case l = 1 is less than
that for the case l = 4. When l increases, the number of possible Boolean functions for
node updating also increases. As a consequence, the number of reachable states of the
model may increase; leading the running time may increase.

Third, for the case n = 50, the PMC-based approach met the OutOfMemory (OOM)
error in all instances. This is the reason why we only show the results for the SSMT-
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based approach in Figure 7.2b. The number of reachable states of the PRISM model
may increase exponentially as n increases. When n = 50 (a large number), the number
of reachable states of the PRISM model as well as the size of the transition probability
matrices may be very large; leading OOM. Practically, we can increase the memory size
but the time for building the transition probability matrices and verifying the PCTL
property may be extremely long.

Last, the running time of the SSMT-based approach exponentially increases as M
increases. Even for the cases m = 1, l = 4 and m = 2, l = 4, the SSMT-based approach
met timeout when M is only 6. The reason is as follows. The quantified variables of
the encoded SSMT formula include m ×M existential variables and l ×M randomized
variables. In general cases, the time for solving the SSMT formula is exponential in its
number of quantified variables [172]. The maximum probability is in (0, 1) in most cases.
Moreover, the algorithmic enhancements for SiSAT may be not effective. For example,
since we want to get the maximum satisfaction probability, thresholing is not effective in
this case. Due to the above reason, the SSMT-based approach can only handle the case
of small number of quantified variables.

In addition, we also obtain a comparison between the PMC-based approach and the
SSMT-based approach in terms of Problem OptC-1. In the case of small number of
quantified variables (e.g., m = 1, l = 1,M ≤ 10 or m = 2, l = 1,M ≤ 8), the SSMT-based
method is better than the PMC-based approach. In this case, the number of quantified
variables is moderate; thus, the SSMT-based approach can obtain better performance
because of the efficiency of solving algorithms for SSMT. When n = 50, the SSMT-based
approach outperforms the PMC-based approach. In this case, the PMC-based approach
meets OOM because the number of reachable states is too large. Whereas, the SSMT-
based approach can work well because the number of quantified variables is small and in
particular does not depends on n. When n = 30 and the number of quantified variables
is large, the PMC-based approach outperforms the SSMT-based approach. In this case,
the PMC-based approach did not meet OOM and its running time is only linear in M .
Whereas, the running time of the SSMT-based method is exponential in M .

7.6.2 Experimental Results on Problem OptC-3

Figures 7.3 and 7.4 show the results on Problem OptC-3 with n = 30 and n = 50,
respectively. Regarding the PMC-based approach for Problem OptC-3, we first see that
the running time of the PMC-based approach polynomially increases as M increases. The
reason is as follows. In the PRISM model of Problem OptC-3 (see Subsection 7.5.1), t
takes a value from 0 to M +1. Hence, the number of reachable states linearly increases as
M increases. In addition, the complexity of the method for solving a reward reachability
formula is cubic in the size of the system [180]. Second, for the case n = 30,m = 2, l =
4,Λ = 4, the PMC-based approach met OOM in all the cases of M (except M = 4).
The number of reachable states of the PRISM model is exponential in m and linear in
M . With these parameters, the number of reachable states as well as the size of the
transition probability matrix may be very large; leading OOM. Third, the running time
of the PMC-based approach for the case l = 1 is less than that for the case l = 4. Fourth,
for the case n = 50, the PMC-based approach met OOM in all instances. Note that the
two later observations are similar to those for Problem OptC-1.

Regarding the SSMT-based approach for Problem OptC-3, we first see that the running
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Figure 7.3: Experimental results on Problem OptC-3 with n = 30.

time of the SSMT-based approach exponentially increases as M increases. Second, the
SSMT-based approach can only handle the case of small number of quantified variables.
For the cases m = 1, l = 1 and m = 2, l = 1, the maximum M that the SSMT-based
approach can handle is 14. The cases m = 1, l = 4 and m = 2, l = 4 are only 4. However,
in this case, the SSMT-based approach can still handle the instances with n = 50. The
reasons for the above observations are similar to those for Problem OptC-1.

Regarding the POP-based approach for Problem OptC-3, we first see that the run-
ning time of the POP-based approach without reduction exponentially increases as M
increases. The reason is that the number of decision variables of the encoded POP is
linear in M and the running time of SparsePOP may exponentially increase as this num-
ber increases [173]. Second, the POP-based approach with reduction is much better than
the POP-based approach without reduction (the speedup is significant). However, the
running time of the POP-based approach with reduction still exponentially increases as
M increases. Clearly, the two reduction rules reduce significantly the number of decision
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Figure 7.4: Experimental results on Problem OptC-3 with n = 50.

variables as well as the number of equations of the encoded POP. However, the number
of decision variables of the encoded POP may be still linear in M . We also note that the
result of the POP-based approach is different from that of the PMC-based or SSMT-based
approach in some cases. The reason is that PRISM and SiSAT are exact tools; whereas,
SparsePOP is only an approximation tool [173].

Finally, we make a comparison among the three proposed approaches in terms of
Problem OptC-3. In the case of small M (e.g., M ≤ 12), the POP-based approach (even
without reduction) is much better than the PMC-based approach. In this case, the size of
POP is moderate. Thus, the POP-based approach (even without reduction) may be much
better than the PMC-based approach because it avoids building the transition probability
matrix that may be very large and time-consuming to compute when n is large. In the
case of large M (e.g., M ≥ 14), the PMC-based approach gradually becomes better than
the POP-based approach (even with reduction). The reason is, as explained above, that
the running time of the PMC-based approach linearly increases as M increases, whereas
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the running time of the POP-based approach (with or without reduction) exponentially
increases as M increases. In the case of small number of quantified variables (e.g., m =
1, l = 1,M ≤ 10 or m = 2, l = 1,M ≤ 8), the SSMT-based approach is better than
the PMC-based approach, is comparable to the POP-based approach without reduction,
and is worse than the POP-based approach with reduction. In this case, the number
of quantified variables of the encoded SSMT formula is moderate; thus, the SSMT-based
approach may get better performance because of the efficient solving algorithms for SSMT.

7.6.3 Summary of the Experimental Results

To sum up, the experimental results confirm the advantages and disadvantages of each
proposed approach. For the PMC-based approach, the running time is linear or polyno-
mial in M . However, it may meet OOM or take extremely long time when the number
of reachable states of the PRISM model is too large. Moreover, the number of reach-
able states is exponential in n and m. For the SSMT-based approach, the running time
is exponential in M . However, it can handle the case of large n when the number of
quantified variables is small. For the POP-based approach, the POP-based method with
reduction gives the best performance overall, but the running time is still exponential in
M . Moreover, the result of the POP-based method is not exact in some cases. These
insights suggest that the proposed approaches can complement each other.

7.7 Discussion

In this chapter, we have formulated three meaningful optimal control problems of DA-
PBNs (i.e., Problems OptC-1, OptC-2, and OptC-3) based on different aims of control.
For theoretical aspects, we have shown the hardness of the problems. Specifically, we have
proved that the three optimal control problems are NPPP-hard even with the restriction
that Boolean functions of the DA-PBN are in 2CNF. In addition, we have also proved
that all three problems are in PSPACE. For practical aspects, we have proposed three
approaches to solve the problems. The PMC-based and SSMT-based approaches can be
applicable for all the problems, whereas the POP-based approach can only be applicable
for Problem OptC-3. In particular, the SSMT-based and POP-based approaches avoid
building transition probability matrices of the considered DA-PBN. For the POP-based
approach, we have also proposed two reduction rules to reduce the number of decision
variables of the encoded POP. We note that our proposed approaches open a chance
to apply various recent advents in many research fields (e.g., probabilistic model check-
ing [181, 182], stochastic satisfiability [178, 183], polynomial optimization [184, 185]) to
optimal control of DA-PBNs.

We have then applied the proposed approaches to optimal control of a real biological
network to show their applications. We have also conducted experiments to evaluate
the performance of the proposed approaches. From the experimental results, we have
presented theoretical and experimental analysis on the effects of some factors (e.g., n, M)
to the performance of the proposed approaches as well as a comprehensive comparison
among them. The obtained analysis suggests that each of the proposed approaches works
well for specific cases of control settings; hence, they can complement each other.

In the future, we plan to improve the proposed approaches to handle large-scale prob-
lem instances (e.g., the case of large networks or the case of long target time M). Poten-
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tially, we can use the assume-guarantee verification technique [181] for the PMC-based
approach, the Craig interpolation technique [183] for the SSMT-based approach, or lin-
ear programming formulation technique [184] for the POP-based approach. We also plan
to extend the proposed approaches for DA-PBNs to those for hybrid models of DA-
PBNs [68, 186]. It seems promising because both PRISM and SiSAT support proba-
bilistic hybrid systems. Finally, it is important to consider the problem of calculating a
steady-state distribution on attractors of a DA-PBN [187].
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Chapter 8

Conclusions and Future Work

8.1 Conclusions

Boolean networks are simple but efficient mathematical formalism that has widely been
applied in various research fields, such as, systems biology, mathematics, neural networks,
social modeling, robotics, and computer science. Attractor detection and optimal control
of BNs are crucial but challenging problems. Hence, they have recently attracted much
attention from many research communities. However, we are still facing profound chal-
lenges such as scalability or high computation cost for large-scale networks, the lack of
practical methods for complex types of BNs (e.g., GABNs, DGABNs, DA-PBNs), the lack
of theoretical results linking dynamics between different types of BNs. In this dissertation,
we have worked on fulfilling these challenges.

In theory, we have introduced a number of new theoretical results that contribute to
the understanding of the dynamics of BNs. Specifically, in Chapter 3, we have formally
stated and proved the relations between the dynamics of a GABN and that of its SBN
(or ABN) counterpart. In Chapter 5, we have introduced a new concept called extended
state transition graph for capturing the whole dynamics of a DGABN. Based on this
new concept, we have formally stated and proved several relations in dynamics between
DGABNs and other conventional models including DA models, BSBNs, GABNs, and
MxBNs. In particular, we have shown that the relations presented in Chapter 3 and 5
pave the potential ways to analyze different types of BNs as well as many other popular
models. In Chapter 4, we have discovered several relations between the dynamics of a
BN and its network structures. More specifically, we have formally stated and proved
several lemmas and theorems on relations between the dynamics of a BN and an FVS
of its interaction graph. Furthermore, we have also obtained a new theorem on relations
between the dynamics of an ABN and an NFVS of its interaction graph. Note that these
new findings are the theoretical foundations for our efficient methods for finding attractors
of an ABN. Finally, in Chapter 7, we have discovered the computational complexity of
three meaningful optimal control problems of DA-PBNs. Specifically, we have proved that
all the three problems (also their restricted versions) are NPPP-hard and in PSPACE.

In practice, we have developed several algorithms and methods for attractor detection
and optimal control of different typical types of BNs. Note that these algorithms and
methods are mainly based on the new theoretical results obtained in this research. In
Chapter 3, we have proposed three BDD-based algorithms and one SAT-based algorithm
for finding attractors of a GABN based on the attractors of the SBN counterpart of the

121



8.1. CONCLUSIONS

GABN. These algorithms are first analytical and practical methods for analyzing GABNs.
In particular, the experimental results on various classes of networks show that the SAT-
based algorithm outperforms the three BDD-based methods and can handle large GABNs.
Inspiring by the obtained relations between GABNs and ABNs as well as the observation
that the number of attractors of an ABN is equal to that of its GABN counterpart in
most cases, we have developed an efficient method for approximating attractors of an
ABN, which uses the SAT-based algorithm as a subroutine. The experimental results on
real biological networks are promising because the approximation method outperforms
the two state-of-the-art methods as well as can handle networks of up to 101 nodes.

In Chapter 4, we have proposed an efficient method for exactly computing all the
attractors of an ABN. The theoretical foundation of this method is the obtained relations
between the dynamics of a BN and an FVS of its interaction graph (Theorems 4.3.1
and 4.3.2). This method is then enhanced with two substantial improvements. In the
first improvement, we have explored several techniques for checking the reachability in
ABNs to develop an efficient combination. In the second improvement, the improved
method uses an NFVS instead of an FVS to get a candidate set of states. The theoretical
foundation of this improvement is the obtained relation between the dynamics of an ABN
and an NFVS of its interaction graph (Theorem 4.6.2). Now, the improved method
outperforms the state-of-the-art methods and can handle very large networks with up to
1000 nodes in terms of randomly generated networks and more than 300 nodes in terms
of real biological networks. In particular, the principle of this method can be applied to
many other types of BNs and pave potential ways to improve itself.

In Chapters 5 and 6, relying on our proposed concept (i.e., extended state transition
graph), we have proposed one SMT-based method and two SMT-based methods for at-
tractor detection and optimal control of DGABNs, respectively. Note that there is no
previous method specifically designed for DGABNs. Although they are extensions of
the corresponding previous SAT-based methods for SBNs, we have demonstrated that
they contain substantial differences from the previous ones. Furthermore, the experi-
mental results on randomly generated networks and artificial networks show that these
proposed methods are efficient and can handle large-scale networks. Inspiring by the de-
veloped methods for optimal control of DGABNs, in Chapter 7, we have proposed various
approaches for solving the three optimal control problems of DA-PBNs, a stochastic ex-
tension of DGABNs and a contextual extension of SPBNs. The SSMT-based approach
is completely new, whereas the PMC-based and POP-based approaches are (non-trivial)
extensions of the corresponding previous approaches for optimal control of SPBNs. In
particular, the POP-based approach is enhanced by the two proposed reduction rules.
The experimental results on artificial networks show that (1) the two reduction rules are
effective, (2) these proposed approaches can handle large problem instances in terms of
optimal control of DA-PBNs, (3) their performance is impacted by multiple parameters,
and (4) they can complement each other. Finally, we have developed software tools for
all the proposed algorithms, methods, and approaches for attractor detection and optimal
control of different typical types of BNs.

Especially, the principle that we developed in Chapter 4 for attractor detection in
ABNs can be generalized as a blueprint for attractor detection in various types of BNs
beyond ABNs. Figure 8.1 shows the description of this blueprint. First, we try to get
a candidate set of states that covers all or nearly all the attractors of a BN. There may
be many ways to get a candidate set. For example, in Chapter 4, we use an FVS or an
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NFVS to get the candidate set for the ABN, whereas in Chapter 3, we use the attractors
of an SBN to get the candidate set for its GABN counterpart. Second, we should shrink
the candidate set to reduce the computational burden. This step has been proved very
useful in FVS-ABN. Third, we use reachability analysis on the BN to filter out the
candidate set to obtain the result set that is expected to one-to-one correspond to the set
of attractors.

Getting a candidate set

Shrinking the candidate set

Using reachability analysis to filter out the candidate set

Figure 8.1: Blueprint for attractor detection in various types of BNs.

Finally, although systems biology has served as the main motivation for our research,
applications of this dissertation are by no means limited to biological systems. For exam-
ple, conjunctive BNs [94] are suitable to model water quality networks [188], in which each
Boolean variable can be viewed as the water quality within a pipe. The Boolean variable
takes value 1 if the water is not polluted, whereas value 0 if the water is polluted. As an-
other example, ABNs are useful in modeling, studying, and controlling nonlinear dynamics
in multivariate systems [35]. In addition, BNs provide a convenient modeling framework
to explore general properties of complex systems in general, such as, self-organization,
criticality, causality, canalization, robustness, and evolvability [36]. Other systems that
can be modeled by BNs include multi-agent systems (modeled by SBNs) [189], social
networks (e.g., information flow on Twitter or Facebook) [190], smart grids (modeled by
SPBNs) [191], and supply chain networks (e.g., movement of materials) [192]. Since we
consider general BNs (i.e., there is no restriction in Boolean functions) as well as different
types of BNs (GABNs, ABNs, DGABNs, DA-PBNs), the results (theoretical results and
computational methods) introduced in this dissertation can be applied to a wide range of
other systems.

8.2 Future Work

There are a number of research directions on BNs that could be pursued in the future,
and we mention here a few of them.

First, the theoretical results obtained in this dissertation could be further explored
to contribute more insights into the dynamics of BNs as well as pave potential ways for
developing more efficient methods for attractor detection and optimal control of BNs.
For example, although we have explored the relations in dynamics between GABNs and
SBNs (or ABNs) in Chapter 3, there is no previous work linking the cyclic attractors
of an SBN and those of its ABN counterpart to our best knowledge. Hence, exploring
the connection between SBNs and ABNs is theoretically interesting and one of our future
work. In addition, we have shown a counter example (Example 3.6.1) in which the number
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of attractors of an ABN is greater than that of its GABN counterpart. However, the
experimental results on real biological networks show that the numbers of ABN and
GABN attractors are identical in most cases. A possible future direction would be to
investigate what condition in which the number of attractors of an ABN is identical to that
of its GABN counterpart. It is potentially possible because there are some preliminary
results [11, 78, 148] following this direction. In Theorem 4.6.2 of Chapter 4, we have
introduced the relation between the dynamics of an ABN and an NFVS of its interaction
graph. One natural question is that whether this theorem still holds for other types of BNs,
such as, SBNs, GABNs, and ROABNs. This question is interesting because the obtained
relations in the case of FVSs do not depend on updating schemes and is important because
the size of a minimum NFVS is less than or equal to the size of a minimum FVS. In
Chapter 7, we have provided several complexity analysis on three optimal control problems
of DA-PBNs. However, the precise complexity of these problems is so far open to our best
knowledge. Moreover, the precise complexity of attractor detection and optimal control
problems of other types of BNs (e.g., ABNs, GABNs, DGABNs) is also still open so far.
Hence, one more possible direction is to study the computational complexity of problems
on BNs.

Second, the methods proposed in this dissertation could be further improved to handle
larger networks (targeting genome-scale networks that can possess thousands of compo-
nents [49, 54]). Although these proposed methods outperform the state-of-the-art corre-
sponding methods in the literature, their applicable ranges are so far from genome-scale
networks. Hence, it is important but challenging to improve the proposed methods. One
possible direction is to improve substituent steps in each method. For instance, as in Chap-
ter 3, most of the running time of filtSAT or ApproABN is spent for computing the
attractors of the SBN counterpart of the GABN. Then, we can improve filtSAT or Ap-
proABN by developing a more efficient method or efficiently combining multiple previous
methods for computing SBN attractors. In addition, excluding redundant SBN attractors
before the filtering process of filtSAT may be a potential improvement. For the case of
the iFVS-ABN method presented in Chapter 4, we may improve this method by consid-
ering several other techniques for checking the reachability in ABNs [141, 144, 145, 146] or
an exact method for finding a minimum NFVS. One more possible direction is to combine
the proposed methods with previously efficient approximation methods. For instance,
we may combine iFVS-ABN with the efficient approximation methods for computing
attractors of ABNs [53, 54]. It is promising because these approximation methods can
handle very large networks as reported by the authors. Furthermore, combining the pro-
posed methods with the decomposition-based [49, 181] or reduction-based [52, 67, 129]
approaches (especially in the case of DA-PBNs) may be of interest.

Third, both theoretical and practical results of this dissertation could be extended
to those for other less popular but more complex types of BNs such as ROABNs or
generalized to those for more general models such as multi-valued networks and hybrid
models. ROABNs are a non-standard type of asynchronous BNs. Initially, this type was
used in various biological research work [79, 158, 193]. However, ROABNs have gradually
been less popular due to their high complexity. Hence, research on the dynamics of
ROABNs as well as the development of efficient methods for attractor detection and
optimal control of ROABNs are interesting and challenging. Since the obtained relations
in the case of FVSs presented in Chapter 4 still hold for the case of ROABNs, it is potential
to extend the theoretical and practical results of Chapter 4 to those for ROABNs. In some
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cases, BNs are not expressive enough and we need to use their generalization, multi-valued
networks [167] or hybrid models [186]. In a multi-valued network, each node can receive
more than two expression levels. In a hybrid model, each node can receive a discrete
or a continuous value. Many methods have been proposed for converting a multi-valued
network into a BN whose dynamics is equivalent to that of the multi-valued network.
Then, we can apply directly the proposed methods to the encoded BN. However, the size
of the encoded BN may be unmanageable by the proposed methods. Hence, we need more
direct and efficient methods for multi-valued networks. It is also similar in the case of
hybrid models.

Last, but not least, research on the dynamics of several special classes of BNs such
as canalyzing and nested canalyzing BNs [90, 91], AND-OR BNs [92, 93], conjunctive
BNs [94], as well as their attractor detection and optimal control problems, may be of
interest. Since we in this dissertation consider general Boolean networks, the obtained
theoretical results and the developed methods can directly be applied to these special
classes of BNs. However, because of their special structures, deeper theoretical results
and more efficient methods may be obtained. This intuition is justified by various efficient
work on attractor detection of special classes of SBNs [21].
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[52] Jorge GT Zañudo and Réka Albert. An effective network reduction approach to find
the dynamical repertoire of discrete dynamic networks. Chaos: An Interdisciplinary
Journal of Nonlinear Science, 23(2):025111, 2013.

[53] Hannes Klarner, Adam Streck, and Heike Siebert. PyBoolNet: a python package
for the generation, analysis and visualization of Boolean networks. Bioinformatics,
33(5):770–772, 2017.
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[134] Nikola Beneš, Luboš Brim, Jakub Kadlecaj, Samuel Pastva, and David Šafránek.
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